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Abstract

In order to investigate the characteristics of the sea ice extent in the southern region
of the Okhotsk Sea, we conducted ice observations in connection with meteorological and
hydrographical observation from 3 to 5 February of 1996 and from 2 to 9 February of
1997. In ice observations, ice concentration and thickness are quantitatively estimated
through video analysis, and in-situ sea ice pieces are sampled. Meteorological observation
contains air temperature, wind, and albedo. The result of albedo analysis shows that
surface albedo is well correlated with ice concentration and has a statistically significant
correlation with solar zenith angle and ice thickness and that daily integrated sea ice
albedo is estimated as 0.63£0.03. This value is somewhat lower than that observed in the
polar land fast ice region. The developed snow grains on sea ice may be responsible for this
low value. On the basis of the estimated sea ice albedo and meteorological observation,
the heat budget and ice growth rate are calculated with a thermodynamical model. The
result indicates that the averaged ice growth rate is limited to below 0.5 cm/day and that
sea ice area in this region works as a heating source to atmosphere although the turbulent
heat flux is a half of that without sea ice. The latter of these results is attributed to
thinner ice thickness. It is shown from ice sample analvsis that these characteristics
influence the ice structure. First, it is found for thick ice that granular structure occupies
greater part than columnar one and many ice samples are composed of several ice sheets
of 5 to 10 cm thickness/layer on average. These results indicate that dyvnamical processes
are more essential for ice growth than thermodynamical ones in this region. Second. the
nilas samples of about 1 cm thickness with almost vertically oriented c-axes were found
out. Laboratoryv experiments are carried out to examine the feature of this structure.
As a result, it is shown that less saline water than normal sea water is required for the
c-axis vertical laver, which forms near the ice surface. to develop up to about 1 cm. It
is suggested from heat budget calculation that such less saline water can possibly be
produced due to melting at davtime in this region. Therefore. those nilas samples may
be affected by this less saline water. All these results of ice sample analysis indicate
that the structure of sea ice is much influenced by the heat budget characteristics in this

region.
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Chapter 1. Introduction

The southern region of the Okhotsk Sea is characterized by sea ice which covers this
area in winter. The sea ice in this region is located at the lowest latitude in the world
and has been drawing lots of scientists’ interests. Hence a lot of researches concerning
the sea ice in this region have been made so far mainly from the analysis of the in-
situ ice samples near Hokkaido coast and the coastal radar observation. For example,
Ono (1965) has examined the thermal properties and Tabata (1966) has examined the
mechanical properties with the in-situ sea ice. From the radar observation, mainly the
sea ice motion (e.g. Tabata et al., 1969; Kawamura et al., 1975) and the annual variation
of sea ice amount off Hokkaido (Aota et al., 1988) have been investigated. However, the
observation has been limited to the coastal region. and sea ice in the interior pack ice
region has been little investigated. Although the ship-based ice thickness measurements
have been continued since 1991 by Ship Research Institute. Ministry of Transport. the
structural analvsis of sea ice, which gives an important information of ice growth history,
has not been done so far. Therefore. the ice growth processes in this region still remains
unknown.

From the viewpoint of atmospheric circulation, this region is worth noticing. This
region is one of the main cvclone tracks in winter over East Asia (Chen et al.. 1991). and
it is shown that especially developing cyclones often pass over this region { Nakamura et
al.. 1986). Therefore. it mayv be possible that heat exchange between the atmosphere and
the sea ice area over this region has a significant effect on the cyclone activities there. The
possibility that sea ice area in the Okhotsk Sea influences the atmospheric circulation
has been pointed out mainly from numerical studies. For example. Honda et al. (1996)
showed using the general circulation model that sea ice area has an effect on a global
scale atmospheric circulation through the propagation of wave activities. For a local

scale, Sasaki and Deguchi (1988) showed that the sea ice area can affect the convergent



band off the western Hokkaido coast in winter, and Okubo and Mannoji (1994) showed
that the sea ice area can affect the wind pattern in Hokkaido. However, because of the
lack of in-situ observational data, it is still unknown how much effect sea ice area has on
the heat budget in the Okhotsk Sea. Recently, the decrease of the sea ice cover over the
southern region of the Okhotsk Sea has been reported ( Tachibana et al., 1996). In order
to discuss its effect on the atmosphere, the qualitative estimation of heat budget on the
basis of observation is required.

This region is an important area also to the ocean circulation. It has recently been
pointed out the southwestern Okhotsk Sea is a possible origin of the North Pacific In-
termediate Water (Watanabe and Wakatsuchi, 1998). Therefore, the representative ice
growth rate there is an important information because the expelled dense brine may affect
the ocean structure.

Fortunatelyv. we had the opportunity to conduct ice observations over this region in
early February of 1996 and 1997 on board the ice breaker. SOYA (Figure 1.1). In this
paper. on the basis of this in-situ observational data, we estimate heat budget and rep-
resentative ice growth rate. and discuss the characteristics of sea ice, particularly its ice
growth processes. In calculating heat budget, sea ice albedo is an important parameter
especially at such low latitude as this region. Since the in-situ observation of sea ice
albedo in the pack ice region has not been done so far. we take the estimation of sea ice
albedo to be also one of the themes in this study.

Our main interests in this paper can be summarized as follows:

(1) How does sea ice in the southern region of the Okhotsk Sea develop ?

(2) How much effect does the existence of sea ice have on the heat exchange
between the atmosphere and the ocean over this region ?
(3) Are there any different features of sea ice between at a relatively low latitude

and in the polar regions ?

It is known that the heat budget remarkably changes according to ice thickness especially



Figure 1.1 Geographical map of the southwestern Okhotsk Sea

with the location of the samples used for albedo analysis (black circles)

and ship tracks (thin lines).

. Ice area.

L,



when ice is thin (Maykut, 1978). Since the southern Okhotsk Sea contains many kinds
of thin sea ice, the widely spread quantitative ice observations are required to answer
these questions. For this reason, the observation was conducted over relatively wide area
in the southern Okhotsk Sea To quantitatively obtain the ice data, ice conditions were
monitored by video cameras during the cruise, and ice concentration and thickness are
analyvzed from these video images. In addition, several ice samples are taken at different
locations and examined through thin/thick section analysis. These analyzed data are
discussed in connection with heat budget analysis.

In the other polar regions, extensive observations of ice and heat budget have been
done so far especially for thick ice. From these observations, the structural characteristics
of thick ice and its growth history have been clarified to some extent. However, over the
marginal ice zones where voung ice is dominant, both the ice structural analysis and,
particularly, the heat budget observation are relatively limited except for some Antarctic
regions. Although Andreas and Makshtas (1985) carried out the detailed heat budget
observation over the Antarctic Ocean. ice observations were not included. Therefore.
our observation seems to be one of the first trials of ice observations in connection with
meteorological and hvdrographical observation over the marginal ice zones. Considering
the fact that the marginal ice zones vary vear by vear and interact much with the at-
mospheric circulation (e.g. Walsh and Johnson, 1979; Overland and Pease, 1982). it is
important to investigate the growth processes from in-situ observation. Therefore. we be-
lieve that our observational study in the southern Okhotsk Sea also serves to understand
the characteristics of sea ice in the marginal ice zone.

The main purpose of this study is through in-situ observation to find out the charac-
teristics of sea ice. particularly its growth processes. in the southern region of the Okhotsk
Sea. This paper is organized as follows:

The outline of our observation and the technical method of analvsis will be described

in Chapter 2. In Chapter 3, sea ice albedo will be estimated and heat budget will be



discussed with this estimated albedo in Chapter 4. In Chapter 5, the results of ice sample
analysis will be shown and ice growth processes will be discussed in connection with the
result of heat budget. Chapter 6 will present the result of laboratory experiments which
were conducted to examine the characteristic thin ice found out in this region. Finally,

the conclusion of this paper will be described in Chapter 7.



Chapter 2. Observations

During 3 to 5 February of 1996 and 2 to 9 February of 1997, we have carried out
ice observations aboard an ice breaker SOYA in the southern region of the Okhotsk Sea
(Figure 1.1) as one of collaborative observations with the Marine Safety Agency. In these
cruises, we have done direct measurements of both meteorological and ice conditions,
in particular ice concentration and thickness. In addition, we took sea ice samples to

investigate their structure.

2.1 Conditions

During the observation period in 1996, the weather was relatively calm with mostly
clear to cloudy sky and neither snowstorm nor big swells. The air temperature ranged
from —6 to —1°C". and the wind was 4 to 10 m/s, changing from northwestern to north-
eastern direction. In 1997. the weather was also relativelv calm. The air temperature
ranged from —10 ro —27C'". and the wind speed was 1 to 10 m/s. Neither snowstorm nor
big swells occurred during the observation period.

Ice charts are shown in Figure 2.1.1(published by Japan Meteorological Agency). In
1996. the sea ice extent in the Okhotsk Sea was record-breakingly small until early Febru-
ary, since the data became available in 1971. The sea ice extent in the southern region
of the Okhotsk Sea was also below normal until late January, while it spread nearly to
the normal in early Februaryv. In 1997, sea ice extended almost normally from January

to February in the southern region of the Okhotsk Sea.

Ship positions were monitored by the GPS instrument used for ship navigation and
recorded manuallv at one minute’s interval in 1996. The ship’s speed and head direction
were calculated from the ship displacement for one minute. In 1997, ship positions were

measured by the GPS instrument which we prepared. It stocked the data on the hard
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disk of our personal computer at ten seconds’ intervals. The ship’s speed and head di-
rection were similarly calculated at one minute’s interval. The ship track in Figure 1.1 is

drawn using these data.

2.2 Meteorological observation

Air temperature and Relative humidity

We measured air temperature and relative humidity with a thermo-/ hydro-meter with
a ventilating motor fan. The data were recorded on a logger at five minute’s interval.
This instrument was mounted at the ship mast of 15 m height above the sea level so as

to avoid the ship body effect.

Short wave radiation

Upward and downward short wave radiation was measured with two pyvranometers.
Their instrument tvpe is S5-135 which is designed for measurement on ships bv the
Ishikawa Sangvou KK. Thev measure short wave radiation of the wavelength region
300-2800 nm from omni directions within a hemisphere with the accuracy of £2%. using
thermo-piles. Their surfaces were kept horizontal by a gimbaling mechanism (see Fig-
ure 2.2.1a). The response time is six seconds. They were calibrated with the instrument
of Japan Meteorological Agency for the solar altitude higher than 10 degrees. Since the
accuracy is not guaranteed for the solar altitude less than 10 degrees, we used here onlv
the data which were taken at the solar altitude greater than 10 degrees.

Installing these two pyranometers at the top and the bottom of the gimbaling cvlinder.
we mounted these instruments at the tip of the ship bow with a ladder of 3 m length to
avold the shadow effect by the ship structures (see Figure 2.2.1b and c).

We did the measurements during the period from February 3 to 5 in 1996 and from
February 2 to 9 in 1997. The radiation data were accumulated successively during the

time interval of 10 minutes in 1996 and one minute in 1997 and averaged values were
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recorded on data loggers every time interval. After obtaining incident and reflected short

wave radiation, we calculated the averaged albedo by taking their ratio.

Wind

Anemometers installed at the top of the ship mast, 22 m above the sea level were used
to get wind data. The absolute wind data were obtained by subtracting the ship speed
from the measured values. This observation was conducted by the ship’s crew of 'SOYA’
at hourly intervals and recorded on a log-book in the form of wind force. We used this

recorded data for analysis.

Cloud and weather
Cloud amount (in tenths) and weather were observed visually and recorded at hourly
intervals during the cruise. Due to visual observation, the accuracy of the data cannot

be expected to be high.

Solar positions

Solar zenith and azimuth angles were calculated at hourly intervals as a function of
time and ship position utilizing the program developed by Marine Safety Agency, which
is used for the publication on dailv solar position. Then we interpolated with a fourth
polvnomial expression to get the data at the observation time. It is shown from this
calculation that at this season of the vear, the culmination time is around 11:30 a.m.JST
and its zenith angle is about 60 degrees at the observation area. The sun rises about at

07h00m and sets about at 16h30m.

2.3 Sea ice observation

Ice concentration

During the cruise, ice concentration was monitored by a forward-looking video camera

10



mounted at the front mast of the ship with an angle of about 10 degrees downward from
the level (see Figure 2.3.1a). The video image data were then recorded on 8-mm video
tapes of the video controller equipped in the bridge room.

To process video images for ice concentration, we used a one-dimensional method
developed by Muramoto et al.(1993). First, the continuous video images were sampled
at the interval of one second through an image processor to make digital data set of
individual scenes. Then on a fixed row in each scene we estimated the ratio of sea ice
to the row length by dissecting this line into 256 segments and discriminating ice from
water according to brightness (see Figure 2.3.1b). In determining the location of the
row on a video image, the further away from the ship we set it, the wider range can be
contained for analvsis. But on the other hand, the worse the resolution becomes. Here
we selected the row so that the real width across the scene became approximately 50 m
in principle because the observed size of ice floes was mostly a few to a few tens of meters
(Figure 2.3.6b) and the resolution was enough for discriminating ice from water. Finally
by averaging these successive values over a certain interval. area mean ice concentration
could be obtained along the ship track during the averaging period. We found that thus
estimated ice concentration were in good agreement with the daily operational ice charts
compiled by the Marine Safetv Agency.

In order to make the above analvsis possible. the following conditions should be sat-

isfied:

(1) The video image is bright enough to discriminate sea ice from water.

(2) The ship is moving because successively averaged data are meaningless while
the ship stops.

(3) The outline of sea ice is clear enough to discriminate it from water (i.e.
frazil or dark ice is not appropriate).

(4) The ridging of the sea ice surface is not so big as to make considerable dark

shadows.

11
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Figure 2.3.1 Ice concentration analysis.
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(b) Digitalized Video image.
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"X’ denotes the distance of the analysis row

from the bottom of the video image.
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(5) The direct solar radiation does not make the image saturated.

Among these constraints, (2) was the strongest. Our ship had to stop for hydrograph-
ical observation occasionally, which resulted in the relatively limited number of samples.
As for (3), more or less dark ice floes which do not have clear outlines were included in
many cases. Here we treated only the cases where they were not predominant for more
than half of the sampling period, if any.

When the above constraints were satisfied, measurement errors seemed to be small.
All the same, some errors may be contained because this method includes subjective
judgment in determining the threshold of ice and water. In order to reduce the errors
due to subjectivity, we repeated this measurement three times and used their averaged

values for analysis.

[ce thickness

[ce thickness was also monitored by a downward-looking video camera mounted at the
side deck of the ship. Some of ice floes which were broken at the bow were found to turn
into side-up positions (Figure 2.3.2a). For such ice floes we measured their ice thicknesses
manually on each video image (Figure 2.3.2b). To determine the scale on video images,
we sometimes put crossed sticks of one meter length on an ice floe so that thev were
photographed in a video image. The measuring method is same as that described in
Shimoda et al.(1997). As is shown in Figure 2.3.2b. we refer to ice thickness as the sum
of snow depth and the thickness of underlyving ice in this paper.

After all, 1533 and 4119 samples were obtained in total in 1996 and 1997, respectively.
As a whole, sea ice was much thicker in 1997 than in 1996. This difference of ice thickness
is remarkably found in histograms (Figure 2.3.3a-b}. Ice thicknesses were mostly below
30 cm and their averaged value was 18.5 cm in 1996, while it ranged from 10 cm to 150
cm and the averaged value amounted to 54.9 cm in 1997, According to the observation of

ice thickness in the other vears. which have been continued since 1991 by Ship Research

13



(a)

Ivideo camera

hull

ice
thickness

(b)

Ice thickness

Figure 2.3.2 Ice thickness measurement.
(a) Schematic picture of the measurement (cited from Shimoda et al. (1997)).

(b) Photograph of the scene where ice floes turned into side-up positions.
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Institute, Ministry of Transport, ice thickness ranges from 25 to 45 cm. It may be said
that the 1996 and 1997 data give the minimum and maximum ice thickness in recent
vears, respectively.

One example of time series of measured ice thicknesses is shown with a 10-minutes
averaged line in Figure 2.3.4a. We can see from this figure that ice thickness varies on
small time scale, but the averaged values represent the distribution of ice thicknesses as
a whole. We mapped ice thickness distribution along the ship track using the averaged
values(see Figure 2.3.4b). The geographical features of ice thickness in the southern
region of the Okhotsk Sea is markedly represented. In this figure, thicker ice is noticeable
in the eastern part where ice floes flowed southward piling up each other from the coastal
region off Sakhalin, while thinner ice are found in the western part where in-situ frozen
ice is dominant.

Since there were a lot of ice floes which were thick enough to discriminate snow depth
on video images in 1997, we also measured snow depth utilizing the difference of bright-
ness. Although its accuracy was not high compared with that of ice thickness. we obtained
the result that the snow depth ranged from 5 to 15 cm. We did not notice marked geo-

graphical features as those of ice thickness.

Sea ice sampling

Thick sea ice samples were taken with sticks and a rope reinforced with wire (Fig-
ure 2.3.53a). When sampling, we brought an ice floe toward our position with long sticks
and put it into a ring of the rope. and then pulled it up to the shipboard. A fishery net
was used for thin ice sampling. Theyv were kept at the ship's freezing room during the
cruise. Quickly after the cruise. we took them into the cold temperature laboratory of
our institute and kept them at —16°C" until ready for sectioning.

We also took several snow samples tentatively with a cvlindrical stick to examine the

features of snow on a sea ice floe during the cruise in 1997. Figure 2.3.5b shows the

16
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Figure 2.3.5 Scene of sampling observation.

(a) Ice sampling (b) Snow sampling.
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sampling scene. We measured density and salinity, and estimated their grain sizes with
a scale in millimeters. Because of the observational difficulty, the number of samples was

only limited to eleven.

Visual observation

We aimed for quantitative measurement of ice conditions in this observation. However,
such ice conditions as surface roughness, floe size, and ice concentration of nilas cannot be
measured quantitatively by the above method. These data were compensated by visual
observation at hourly intervals at daytime. Detailed observation was started in 1997.
The observation points are shown in Figure 2.3.6a. Since the observation covers large sea
ice area, the result may be representative of this ice area.

The observation consists of partial ice concentration, ice thickness, floe size and sail
height of individual ice types. Basically, we followed the classification of WMO/(1970) and
the method of Allison et al.(1993). In 1997, observation was conducted at 42 locations.
Ridging was particularly prominent in this vear, and its area occupied 24% of all the
ice floe area and the visually estimated mean sail height was 0.47 m. These results
are comparable to those in the Antarctic Ocean ( Worby et al.. 1996). This result also
shows that sea ice was remarkably developed in 1997. Since similar observation has been
continued in the Antarctic Ocean since 1992 (Allison and Worby. 1994). we consider
that it will be possible to compare the sea ice characteristics between in the Okhotsk
Sea and in the Antarctic Ocean in more details when the data are accumulated enough
in the Okhotsk Sea. Here. we show onlv the result of the observation of ice floe size in
Figure 2.3.6b. As mentioned in section 2.3.1. this figure shows that ice floes of a few to

one hundred meters in diameter were predominant.
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Figure 2.3.6 Visual observation in 1997.
(a) Locations with ice edge (broken lines).

(b) Areal fraction of each ice type.

Br : Brash ice (0 < 2m) Ck : Ice cakes (2m < o < 20m)

Fs : Small floe (20m < ¢ <100m) Fm : Medium floe (100m < o < 500m)
Fb : Big floe (300m < o < 2km) Fv : Vast floe (2km < ¢ < 10km)

Pancake ice is further divided into (a)o < 40cm, (b)< 1.5m. (¢)< 3m.
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Chapter 3. Albedo

3.1 Introduction

In this chapter, we estimate sea ice albedo which will be used for the heat budget
calculation in the next chapter. Since the southern region of the Okhotsk Sea is located
at relatively low latitude, solar radiation is abundant even in mid winter compared with
that in the polar regions. Therefore, sea ice albedo is expected to be a more significant
parameter in heat budget. Around the Okhotsk Sea, albedo measurements have been
carried out on Saroma Lake, located at the northeastern part of Hokkaido, (Ishikawa and
Kobayashi, 1984). However, the in-situ observation has not been done in the pack ice
regions.

The in-situ observation of sea ice albedo is also scarce in the polar regions. Although
the potential importance of sea ice albedo to climate system has been pointed out from
model studies {e.g. Shine and Henderson-Sellers, 1985: Ingram et al. . 1989), the in-situ
observation of sea ice albedo has been relativelv limited to land fast ice regions so far (e.g.
Grenfell and Maykut (1977), Grenfell and Perovich (1984). Perovich (1994), Schlosser
(1988)). Andreas and Makshtas (1985) have measured the incident and reflected short
wave radiation over the pack ice region in the Antarctic for heat budget calculation, little
attention being paid to the value of sea ice albedo. Allison et al.(1993) estimate sea
ice albedo in the pack ice region of the Antarctic Ocean. but their values are based on
visuallv determined ice concentration with a priori set albedo values for various surface
conditions.

Thus there seems to be vet no direct measurement of sea ice albedo for pack ice
regions with varving ice conditions. Given a large extent of areas with such conditions
(i.e. marginal and seasonal ice zones), it seems to be important to estimate sea ice albedo
from in-situ observation. Therefore. we believe that our estimation here can be applied

to other marginal pack ice regions.
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In our observation, surface albedo data were continuously obtained from two pyra-
nometers mounted at the bow of the ship. Each pyranometer was looking upward and
downward, thus recording incident and reflected radiation. In order to check the effect
of the ship shadow, a ship turning experiment was also carried out under a clear sky
condition.

In addition to ice conditions, solar altitude will be taken into account to estimate
sea ice albedo. The major purpose of this chapter is to quantitatively estimate sea ice
albedo which will be useful to calculate heat budgets and to show how much effect ice
conditions and solar altitude have on sea ice albedo. Therefore, our interest here is
toward the estimation of representative sea ice albedo over relatively large area (more
than one kilometer), rather than exact measurement at a limited spot. According to
Warren(1982), snow albedo is also affected bv snow grains and cloud cover. Since most
of the ice floes over the observation area were covered with snow. these effects seems
significant. However, we will not mention about the effects of these factors in detail here
because it was difficult to take successive data during the cruise.

In section 3.2, we will discuss the measurement error and compare the observation
areas of ice concentration and albedo. In section 3.3, we will examine the ship shadow
effect from the results of a ship turning experiment. The results of analyvsis will be pre-

sented in section 3.4.

3.2 Measurement

Since we described the method of the albedo measurement in Chapter 2. we here dis-
cuss the errors associated with the measurement and examine the observation area for

analvsis.

3.2.1 Measurement errors

We here discuss three kinds of errors associated with the albedo measurement. The
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first one is the effect of a systematic bias introduced by the shielding of the ship on
upward short wave radiation (see Figure 3.2.1). To estimate it, we calculated the upward
radiant flux (F(S)) incident from the shielded solid angle (S) on the sphere centered on

a pyranometer, assuming that radiance (/) is isotropic in direction.

o p+p(8)
F(9) ://]sm@cos@dfpdéz/ ’ / ) Icosfsinfdpdd
5 6=0 J—5(6;

0

9
= ]/ ’ 20(8)cosfsinfdf ~ 4.10 x 1072]
0

.where I, ¢ ,and ¢ is radiance, incident zenith angle, and azimuth measured from the
ladder, respectively. Hence, the contribution of the shielded portion (S) to the total
upward radiation (77) is equal to 4.10 = 10721 /x] = 1.31 = 1072. This implies that the
measured albedo may include errors by 1.3 %. Since this value is not significant in the
calculation of heat budget. we neglected this effect here.

The second one is the leveling error of the instruments. As for this effect, we did not
take any data. However. since the ocean surface was quite calm in the ice extent during
the observation period, the gimbaling mechanism seemed to function well in response to
the slight vibration. For reference, during another cruise of the same ship over ice regions
of the southern Okhotsk Sea in 1997, the rolling and the pitching angles were both below
0.5 degree, according to Shimoda (personal communicationj. Therefore, we regarded the
leveling error as negligible.

The last error is the effect of ship shadow reflected on the ice surface. We examined it
by a ship turning experiment. Through this experiment. we investigated the dependence
of albedo on the solar azimuth relative to the ship head. After all. it was shown that this
effect should be taken into account when the sun existed behind the ship. The detailed

result will be shown in the next section.

3.2.2 Comparison of observation areas

Although the instantaneous observation area of ice concentration is different from that
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Figure 3.2.1 : Schematic pictures used for calculating the shielding effect
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of albedo, these areas overlap as the ship moves. To discuss the relationship between ice
concentration and albedo, the overlapped area should occupy a large fraction of each
observation area. For this purpose, we have to take average for an adequate period.

Since the sampling rate of radiation was 10 minutes in 1996, minimum of averaging
period is required to be 10 minutes. Considering that the ship speed was about 5 m/s
in the ice region, 10 minutes corresponds approximately to 3 km in distance. If we take
averages over 3 km, the discrepancy of observation locations (=23.7 m) (see Figure 2.3.1)
is almost negligible.

Next, we examine the width of each observation area. In Figure 3.2.2, the ratio of
the upward radiant flux (F(4)) emitted from the circle area just below the pyranometer
to the total upward radiant flux (F (7)) is shown as a function of D. Here. isotropic
radiance is assumed. From this figure, it is shown that the ratio is 0.92 for D = 50 m
which corresponds to the real width of the row used for ice concentration analvsis.

Consequently. it is considered that the observation areas of radiation and ice concen-
tration coincide by 92%. Given that the ice extent with similar ice conditions usually
spread on the scale of much more than 50 m. it is unlikely that ice concentration and
albedo in the residual area (8%) were significantly different and substantially alter the
result. Therefore, we regarded the 10 minutes period as sufficient for comparison of these
data. In addition. this horizontal scale of approximately 3 km matches that of our interest
as well. Thus 10 minutes was adopted for averaging period.

After examining all the scenes of video images, we came up with 91 ten-minute periods

(14 for 1996 and 77 for 1997) in total where both data were available for analvsis.

3.3 Turning Experiment

Prior to analysis of measured data. we should mention the effect of the ship shadow
on the measured albedo. For the examination, we carried out a ship turning experiment

around 44.9°N 143.3°E for eighteen minutes from 12h537m to 13h15m on Februarv 9
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(b) Geometrically calculated contribution as a function of the diameter (D m).
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in 1997. This experiment was aimed at examining the dependence of albedo on the
solar azimuth relative to the ship head by turning the ship around in a circle with the
diameter of about 1 km (Figure 3.3.1a). If the shadow effect were substantial, with the
increase of the ship shadow area, the decrease of the measured upward radiation would
be detected. The downward irradiance seemed to be little affected by the shadow of the
ship’s structures because the instrument was mounted far enough from them. Therefore,
if we consider only the effect of the ship shadow, the albedo measured is expected to
change like a sinusoidal curve in response to the change of the relative solar azimuth,
where the maximum (minimum) occurs when the sun exists ahead of (behind) the ship.

The conditions during the experiment was as follows: The weather was clear, and a
definite shadow appeared as shown in Figure 3.3.1b. The solar altitude was 28 deg. at
13h00m. Air temperature was about —6°C". relative humidity was 61%. wind was 1 to 3
m/s from southeast. and ocean surface was quite calm. The ice concentration was highly
variable. ranging from 40 to 90%. which caused the variation of reflected radiation and
accordingly albedo (see Figure 3.3.2ab).

In order to derive the ship’s shadow effect. we have to correct the effect of low albedo
over open water area. For this purpose. we examined the correlation between ice con-
centration and albedo. using all the 91 samples selected for analvsis. As a result. it was
found that albedo was highly correlated with ice concentration at more than 99 percent
confidence le;\'el. Therefore. we calculated the regression line to predict albedo from ice
concentration and used the deviation data from this regression line instead of albedo
itself to examine the shadow effect. The result is shown in Figure 3.3.2c. In this figure,
a four-dimensional fitted curve is also drawn to see the general trend more clearly. It
is found from this figure that the deviations became relatively lower particularly for the
relative solar azimuth bevond = 120 degrees when the sun was located nearly behind the
ship. For example. the deviation is lower by 0.1 to 0.2 for the relative solar azimuth of

150 to 180 degrees than for that of -90 to 90 degrees.
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This result indicates that the ship shadow could affect the albedo significantly when
the sun existed nearly behind the ship under clear sky conditions. Although the decrease
of albedo by ship shadow was 0.1 to 0.2 unit in the case of this experiment, this value
would vary depending on the sky conditions. We consider that it would be difficult to
estimate it exactly. Therefore, the data which were taken for the relative solar azimuth
of greater than 120 degrees or less than -120 degrees, i.e. in the case the sun was located
behind the ship, were all excluded from this analysis. After all, the number of the samples
used for analysis was reduced to 59 in total (6 for 1996, 53 for 1997). Their locations
were plotted in Figure 1.1. They all existed within the pack ice region.

Besides the above result, it should be noticed in Figure 10a that somewhat increased
incident radiation is detected especially during theperiod of 13h00m to 13h06m. Because
it changed smoothly and occurred only when the sun was located nearly ahead of the
ship, this increase is attributed to the reflected light from the ship’s structures rather than
the leveling error of pyranometers. This effect caused the measured albedo to become
apparently lower. resulting in somewhat lower deviation when the sun was located nearly
ahead of the ship (about at 13h03m ). This result implies that the measured albedo may
be affected by the ship structure for the case when the sun is located nearly ahead of
the ship under clear skv conditions. However, since such a case was not included in the

above 59 samples. we did not take this effect into account here.

3.4 Results

Figure 3.4.1 shows albedo as a function of ice concentration with a regression solid
line. As is expected, the surface albedo for a mixed surface condition with both ice and
water is linearly correlated with ice concentration at more than 99 percent confidence
level. The regression line is

C

RMS = 0.062 (1)
100

A=0.116 + 0.527 =
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where ¢ and A are ice concentration(%) and albedo, respectively, and RM S means root
mean square which shows the accuracy of the regression. Since the samples are concen-
trated between 60% and 100% ice concentration, sea ice albedo (100% ice cover) can be
estimated with significant accuracy. The regression line allows us to estimate the sea ice
albedo as 0.64 £0.03 at the 95% confidence level.

The sea ice albedo calculated here is somewhat higher than the value of 0.61 which
was similarly estimated from a regression line of ice concentration versus albedo in a
region of the Antarctic by Allison et al.(1993). Besides, the variation of our data from
the regression line is much small compared with that of their data. These differences are
attributed mainly to the existence of various ice types, in particular dark nilas in their
data. The fact that we excluded the dark nilas from our analysis because it was difficult
to distinguish such ice from the water is likely the reason for somewhat higher albedo
and small variation from the regression.

Although surface albedo and ice concentration were highlyv correlated as a whole in
Figure 3.4.1, the discrepancies from the regression line are also noticeable especially at
high concentration. We next will consider other factors to examine the cause of these
discrepancies,

Most of the ice floes but nilas were found to be covered with snow during the cruise,
so that snow seemed to have significant effects on the surface albedo. According to
Warren (1982). a snow albedo is determined mainly by snow grain sizes. solar zenith
angle. and cloud cover. Among these factors, it is solar zenith angle that we can obtain
quantitatively with accuracy. Therefore. we here focus on the effect of the solar zenith
angle among these factors. Although snow grain sizes and cloud cover were not measured
successively, we took several snow samples and conducted the visual observation of cloud
amount in tenths at hourly intervals. On the basis of these data, the effect of cloud
amount and snow grain sizes will be discussed later.

In addition to these factors, it is known that sea ice albedo varies corresponding to
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ice thickness (e.g. Weller, 1972). Therefore, we examined the correlation between the
discrepancies and the 10-minute averaged total thicknesses measured by the method de-
scribed in section 2.1. When ice concentration were low, the accuracy of the ice thickness
measurement decreased because it became easier for thick ice floes to flow around the
ship rather than to be broken and turn into the side-up positions. For this reason, here
we dealt with ice thickness data only when the ice concentration was greater than 70%.
Although snow depth may also affect albedo. we did not deal with this parameter directly
because of an accuracy problem. (Actually, we examined the effect of measured snow
depth on the discrepancies of albedo for 1997 data, but significant effect could not be
found.)

The individual correlation with the deviations from the regression line (1) is shown in
Figure 3.4.2ab. The trends for solar zenith cosine and ice thickness. which are drawn in
these figures, are both significant at the 95% confidence level. Especially, the correlation
with solar zenith cosine is significant even at the 99% confidence level.

Therefore, we again derived a linear regression adding the term of solar zenith cosine
to estimate the effect of solar altitude on albedo. The linear regression is represented as

c
100

A =0.256 +0.543 = — 0.364 = cosp RAS = 0.056 (2,

o

where p is solar zenith angle. The value of RA/S was somewhat reduced compared with
that (=0.062) of the regression (1). The correlation between observation and calculation
from this regression is shown in Figure 3.4.3a. It is shown that the variation from the line
is somewhat reduced compared with that in Figure 3.4.1. Figure 3.4.3b is the contour
map which represents the regression (2). We see from this figure that the increase of
the solar altitude by 20 degrees causes the decrease of albedo for same ice concentration
approximately by 0.1. This result is consistent with the observation of snow albedo shown
in Figure 12 of Warren(1982). Therefore, we do not consider that regression (2) is far

from the realitv though the dependence on solar zenith does not appear so much strong
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in Figure 3.4.2a.

Next, we will examine the effect of ice thickness which contributed weakly but sig-
nificantly to albedo. We again derived the linear regression from the variables of ice
concentration, solar zenith, and ice thickness. The regression line is represented as

c Hi
A=0. +0.625 % — — 0.241 % cosp + 0.109 % —— MS =0.05 :
0.066 + 0.625 100 0.241 % cosp + 0.109 100 R 0.050 (3)

<_C Z TO% N = 37>

where Hiisice thickness(cm). The value of RM S is slightly reduced again compared with
that (=0.056) of the regression (2). The correlation between observation and calculation
is plotted with RA/S line in Figure 3.4.4. Although the discrepancy between observation
and prediction from the regression line is reduced again, this figure shows that there
are some samples in which the discrepancies still remained. To know what caused them
considerably to deviate from the regression, we examined cloud amount data and their
surface conditions.

Since cloud amount data were taken only at hourly intervals. we took out the samples
in which cloud amount was observed at the same time, and plotted the deviation of the
observed values from the regression (3} as a function of cloud amount. The result is shown
in Figure 3.4.5. The solar altitude of each sample is also plotted. The deviation is varied
even for similar solar altitude and significant dependence on cloud amount can hardly be
found in this figure. Besides, for the samples which deviated from the regression by more
than RMS. the cloud amount data which are estimated by interpolating from the hourly
data are varied from 0 to 10. This suggests that the deviation is caused mainly by other
factors.

In order to examine the effect of surface conditions, we checked the monitoring video
images for the cases where the observed values deviated significantly from the regres-
sion (3). In Figure 3.4.4, there are three points where the observed values are greater

than the predicted values by more than RAS. The investigation with the video images
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reveals that the common feature that there existed lots of relatively large ice floes (their
diameters are greater than a few hundreds of meters) during the observation period are
found in all the three cases. On the other hand, there are six points where the observed
values are less than the predicted values by more than RMS. In these cases. thin ice
with a relatively small amount of snow was predominant. We consider that these features
were responsible for lowering albedo. From these results, it is suggested that ice surface
conditions have a more significant effect on albedo than cloud amount. In both cases,
surface roughnesses were found occasionally though their degrees and frequencies were
varied. Such roughnesses may possibly weaken the effect of cloud cover because they play
the role in increasing the scattered light as cloud cover does.

Finally, we will calculate the ratio of the total reflected solar radiation to the total
incident one over sea ice (ice concentration = 100%) during the day (we refer to this
ratio as dailv integrated albedo here) using regression (2)(3) to estimate representative
sea ice albedo (100% ice concentration) in this region. Since it was shown that the effect
of cloud cover is weak. we estimate the daily integrated albedo of sea ice under clear sky
conditions. As for the amount of incident irradiance (Ig). we used the following formula
(Kondo. 1967).

Iy = Joldm/d)?cosp(0.3 + 0.7 = 107) (4)

B = —0.055 = {1 + 0.04dey isecu

where .Jy is a solar constant. y is solar zenith angle. ey is vapor pressure at the surface
and d,, is the annual mean distance between the sun and the earth. and d is that at an
observation time. The incident solar radiation in this region at this time of the vear.
which is predicted by this formula. is drawn in Figure 3.4.6a. To check this formula,
we compared [y with our data (4 samples) which were measured under definitely clear

skv conditions during the cruise. This comparison revealed that calculated and observed

value agreed well within 8.611/m?.
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When the effect of ice thickness is not taken into account, the regression (2) can
be used to obtain the daily integrated albedo. If we assume that the regression (2)
holds for the solar altitude less than 10 degrees, the daily change of reflected radiation
can be calculated using the formula (4) and the regression (2). The result is drawn
in Figure 3.4.6a. By calculating the ratio of the daily integrated reflected radiation to
irradiance, the daily averaged albedo is estimated to be 0.63+0.03 at the 95% confidence
level.

When the effect of ice thickness is taken into account, the daily integrated albedo can
be estimated as a function of ice thickness using the regression (3) and the formula (4).
The result is shown in Figure 3.4.6b. This figure shows that with the increase of ice
thickness, a slight increase of albedo can be detected. For example, the daily albedo
is 0.64=£0.07 for 40 cm ice thickness. This value increases to 0.69+0.05 for 80 cm ice
thickness. We will use this daily albedo as a function of ice thickness for the calculation
of heat budget in the next chapter. The significance intervals in Figure 3.4.6b will be

used to estimate the error of heat flux and ice growth rate.

albedo of dark nilas

In the case of snow-free sea ice. we obtained the albedo data for dark nilas oft the
Shiretoko Peninsula at 10:30 a.m. (26 ° Solar altitude) on February 5. 1996 and at
44.9°N 143.3°F at 1:30 p.m. {again 26 ¢ Solar altitude) on February 9. 1997 while the
ship was stopped for hvdrographical observations. In both cases. surrounding areas were
entirelv covered with nilas. The ice thicknesses which were measured by taking samples
with a net from the ship were 1 to 1.5 cm for the former one and 2 to 3 cm for the
latter one; the observed values of albedo were 0.10 and 0.12, respectively. In the light of
approximately same solar altitudes, a slight difference may be attributed to the difference
of the ice thicknesses. These values of albedo were in good agreement with the earlier

works. (e.g. Weller(1972). Allison et al.(1993)).
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3.5 Summary and Discussion

In the southwestern region of the Okhotsk Sea, we conducted the measurements of
surface albedo and ice conditions. From the analysis focusing on the horizontal scale of
a few kilometers, it was found that the surface albedo was highly correlated with the
ice concentration (RMS=0.062). The deviation from the regression line had statistically
significant relation with the solar zenith angle. If we include the solar zenith cosine as an
additional variable in the regression, the RM S was reduced to 0.056. Ice thickness was
also weakly but significantly related with the deviation from the regression. If we added
ice thickness to the variables of the regression, the RM S was reduced to 0.050. The data
which still deviated considerably from regression seem to be caused by surface conditions
rather than cloud cover. From examination of video images. it was found that albedo
of less snow covered ice floes is lowered, whereas for remarkably large ice floes albedo is
heightened. If the effect of ice thickness is not taken into account. the daily integrated
sea ice albedo iz estimated as 0.63+0.03.

In addition, we could also obtain the albedos of dark nilas with snow-free surface when
the ship stopped. Thev were estimated to be 0.10 and 0.12 for ice thickness of 1-1.5 cm
and 2-3 cm., respectively.

Among these results, here we discuss especially two noticeable points. The first point
is that the estimated sea ice albedo was somewhat lower than that of the previous stud-
ies on land fast ice covered with almost same snow depth. According toGrenfell and
Perovich(1984). 0.79 is estimated for snow covered (snow depth is S cm before melting)
first-vear ice near the shore of Alaska. On the other hand, for the interior pack ice region,
nearly same albedo as ours is reported in the Antarctic Ocean by Andreas and Maksh-
tas(1985). Theyv observed surface albedo of 0.5 to 0.6 for the sea ice area with about 90%
ice concentration. Although they did not measure sea ice albedo (100% ice concentra-
tion). this result indicates it is 0.6 to 0.7 and is in good agreement with our estimation.
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Therefore, it is suggested that somewhat lower albedo may be one of the characteristics
of the sea ice in the pack ice regions.

Regarding the discrepancy of albedo between pack ice and land fast ice, we at first
speculated as follows: it is caused by difference of snow features, especially grain size be-
tween land fast ice and pack ice. For land fast ice, snow undergoes relatively less amount
of morphological processes, thus retaining fine-grained structure. On the other hand,
in areas with a significant variability in ice conditions, in particular ice concentration
such as a marginal ice zone, the fabric structure of a snow layer is more easily modified
by sea spray and flooding, thus resulting in the growth of snow grains. According to
Warren(1982), the snow albedo highly depends much on its grain size. This may be why
somewhat lower albedo was estimated in our case. This speculation is not inconsistent
with the fact that considerably highly deviated albedo was observed where remarkably
large ice floes were predominant. It is likely that the growth of snow grains on remarkably
large ice floes is relatively limited because thev are less influenced by sea water compared
with those on small ice floes.

To confirm our speculation. we arbitrarily took 11 snow samples on small sea ice floes
with a cvlinder from the ship during the cruise in 1997. Grain sizes were estimated on
a sampling sheet with a scale in millimeters. Salinity was measured for melted samples
after the cruise. Thev were almost all from 0.5 to 1.0 mm in size and classified to depth
hoar or granular snow. This implies that thev had already grown up enough from new
snow and supports our speculation.

On the other hand. salinitv data were somewhat varied from less than one psu to
more than ten psu (11.18. 4.37. 7.49. 0.81. 1.45, 0.31, 0.72, 1.61, 4.39, 2.33, 15.15 psu).
Among them the samples of relatively high salinity seem to have been affected mainly
by sea water through sea spray and/or flooding in the growing process of snow grains.
In contrast, it is considered that the ones of much less salinity (<1 psu) were affected by

other factors than sea water. Considering that abundant solar radiation and relatively
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high temperature even in mid winter are the characteristics of sea ice at relatively low
latitude, these factors can help the growth of snow grains. In addition to these factors,
we would like to notice the strong vertical temperature gradient in snow layver which
is caused by low thermal conductovity of snow. Fukuzawa and Akitaya (1993) showed
through laboratory experiments that the growth rate of snow grain sizes increases with
the temperature gradient in the snow layer. Since both snow depth and ice thickness are
thin in the marginal ice zone, stronger vertical gradient of temperature is expected in
the snow layer on the pack ice than on the thick land fast ice. Therefore, this effect may
also be important in the pack ice region. Thus, it mayv be said that relatively low sea ice
albedo is one of the features of sea ice in the southern part of the Okhotsk Sea, which
contains a number of pack ice floes and is also located at relatively low latitude.

The second point is that ice thickness had a significant effect on sea ice albedo. From
our measurement, significant positive correlation could be seen between 10-minute aver-
aged ice thicknesses and snow depths (Figure 3.5.1). When we consider the fact that the
optical extinction coefficients of visible wavelengths range 60 to 90(m™!) for snow grain
sizes of 1 mm (density is 0.41 to 0.45 Mg/m?) (Mellor, 1977) and that snow depth was
5 to 15 ¢m in this study, it is natural to consider that the dependence of albedo on ice
thickness is caused mainly by snow depth on ice floes rather than by the ice thickness
below the snow. The reason why the significant effect of snow depth on albedo could not
be found is probably due to accuracy problem.

From all the above discussion, it is suggested that snow on sea ice floes plavs an
important role in determining the albedo in the marginal pack ice regions. For better
understanding, further investigation on albedo and especially the characteristics of snow

on ice floes will be desired in the future.
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Chapter 4. Heat budget

4.1 Introduction

In winter, a northwesterly monsoon from Siberia prevails in the Okhotsk Sea. This
region is characterized by strong horizontal temperature gradient between cold continent
(T < —20°C) and relatively warm north Pacific Ocean (T > 0°C). It is well known
that sea ice extent prevents cold air from being transformed by the ocean. The degree of
prevention depends on the meteorological conditions and the ice thickness distribution.
That is, the cold air is appreciably transformed over thin ice area, whereas heat exchange
between ocean and atmosphere can hardly occur over thick ice extent. In the former
case, the cold air is gradually transformed from the continent to the Pacific Ocean and
hence the local horizontal temperature gradient around the ice margin becomes less than
in the latter case. Since this region is located at one of the major paths of cvclones over
east Asia from winter to spring (Chen et al.. 1991), transformation of cold air may affect
the development of cvclones. Thus it is important to know how much degree of heat is
transferred from ocean to atmosphere.

Besides. this region is also an important area to ocean circulation. The dense water
produced by ice formation may affect the ocean structure. This region has recently been
pointed out as a possible origin of North Pacific Intermediate Water ( Watanabe and
Wakatsuchi. 1998). and hence it is important to know how much sea ice can be produced
in this area. Further. the estimation of the growth amount of sea ice serves to understand
ice growth processes in this region.

Thus the southern region of the Okhotsk Sea is an important area to both the atmo-
spheric and the oceanic circulation. The major purpose of this chapter is to discuss the
characteristics of sea ice extent over this area from the viewpoint of heat exchange. For
this purpose, we calculate the heat budgets on the basis of the observed meteorological

ice data, and estimate the turbulent heat flux from ocean to atmosphere and the ice
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growth rate. In this calculation, the sea ice albedo estimated in the previous chapter is
used (see Figure 3.4.6b). To estimate the error of calculated heat flux values, the 95%
confidence intervals of sea ice albedo in Figure 3.4.6b are used because solar incidence is
a leading factor of the heat budget in this region.

In the next section, we will explain the method of heat budget calculation. The results

will be shown in section 4.3. We will discuss them in section 4.4.

4.2 Method of calculation

A thermodynamic ice model is used to estimate heat budgets and ice production. The
model we used is similar to those of Maykut (1978 and 1982). which are used to inves-
tigate the effects of ice thickness variations on heat exchange over the Central Arctic.
Although he assumed ice thickness distribution obtained from a model ( Thorndike et al.,

1975), the observational data are used here for ice thickness distribution.

Meteorological data

In order to grasp the general features of the heat budgets in this region. we discuss the
averaged values during the observation period. For this purpose, we prepare the hourly
meteorological data by taking averages at each hour during the period. The hourly data
of air temperature. relative humidityv, and solar radiation are shown in Figure 4.2.1a
(1996) and b (1997). These data are considered to be representative of the diurnal cycle
during this period. Therefore. the averaged values of these data for one day give repre-
sentative daily mean data. The data of individual vears are listed in Table 4.3.1. This
table shows that meteorological conditions are similar in both vears. Since ice conditions
are much different between the two vears. the resultant heat flux can be considered to

directly show the effect of ice thickness distribution on heat budgets.
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Figure 4.2.1 Averaged diurnal cycle of meteorological data.

(a) 1996.
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Table 4.3.1 Daily mean meteorological conditions

Elements 1996 | 1997
Air temp. (C) -5.0 | -5.4
Relative Humid.(%) 74.8 | T4.9
Solar radiation(W/m?) | 104.5 | 108.4
Wind speed(m/s) 6.6 4.3
Cloud amount(1/10) 7.0 6.6
Air pressure(hpa) 1013.0 | 1012.9

Assumption

Heat budgets are calculated on the following assumptions:

(1) Vertical heat transport is predominant.

(2) Sensible heat flux (FSH ), latent heat flux(F LH ), net solar radiation ( F.STI7).
net long radiation (F LIV ). and conductive heat flux in ice { FCT) are balanced
at the surface of sea ice.

(3) Areal ice thickness distribution is represented by the frequency of observed
ice thickness (Figure 2.3.3).

(4) Sea ice is covered with snow except for nilas and snow depth is given by

one fifth of ice thickness.

Assumption (1) is approximately satisfied because the ice floe size mostly ranged from
a few to one hundred meters in our observation area (Figure 2.3.6) and is much greater
than ice thickness.

The full balance equation of heat flux at the surface is described as follows:

075 . . L
pI-AHC}aa—: =FSH+FLH+FSW + FLIW + FCI (1)
2

. where p;, AH, ;. and Ts is ice density, thickness of surface laver, specific heat. and

surface temperature, respectively. According to Ono (1967), C; is 1.57calg™' K1 (=
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6.57Jg 1 K~t) for Ts = —4°C and S; = 4psu. Since the change of the weekly mean
temperature (the observation period is about one week) is below 5 K (That is, below
1 K/day), the left term is estimated as below 1.41W/m? if AH is taken to be 2 cm.
Therefore, we consider the left term of equation (1) is negligible and assumption (2)
approximately holds.

When the ship chose the thin ice route, the frequency of observed ice thickness would
be biased to thinner ice and assumption (3) would not be satisfied. But most of the sea ice
was below the ability of the ship’s ice breaking and she did not seem to take thinner route.
Therefore, we consider that assumption (3) is approximately satisfied. We allocated the
areal fraction of ice thickness at 10 cm intervals (H;=15, 25, 35, 45,... cm) among
total ice concentration (66.2% in 1996, 70.5% in 1997) which was calculated from video
analysis. The areal fraction of nilas (H;=5 c¢m) was obtained from visual observation

of nilas and the remnant was allocated to open water (H;=0 cm). The resultant ice

between 1996 and 1997. Remarkably thin ice was predominant in 1996. while sea ice was
remarkably thick in 1997. Therefore. the results of these two vears mayv give maximum
and minimum estimates.

Since most of the ice floes but nilas were observed to be covered with snow, assump-
tion (4) is also satisfied. The ratio of snow depth and ice thickness was determined by

the result of video analvsis (Figure 3.5.1). They are well correlated and the ratio (broken
line) is about 1/6. (Note that ice thickness in Figure 3.5.1 includes snow depth. Al-

though uncertainty remains regarding snow thickness, we made sure that our results are

insensitive to snow thickness.)

Thermodynamic ice model

When the surface temperature (75) is below freezing point, the heat balance equation
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Figure 4.2.2 Areal fraction of ice thickness used for heat budget calculation.
(a) 1996 (b) 1997.

Note that substantial difference is found between two years.
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at the surface can be expressed as
FSH(Ts)+ FLH(Ts)+ FSW + FLW(Ts)+ FCI(Ts) =0 (2)

Here a flux toward the surface is taken to be positive, while one away from the surface
is taken to be negative. The sensible heat flux and the latent heat flux is calculated
using the bulk method. FSH is obtained from pc,Csu(T, — Ts), where T, is the ob-
served air temperature, p is the air density (1.3kg/m?), ¢, is the specific heat of the air
(1004J/kg/K), C is the transfer coefficient for sensible heat (discussed later), and u is
the observed wind speed. FLH is obtained from 0.622pL,C.u(res, — ess)/p, where L, is
the latent heat of sublimation (2.84 x 108.J/kg; Yen, 1981)) ,C, is the transfer coefficient
for latent heat, r is the observed relative humidity, p is the surface pressure, and e; is
the saturation vapor pressure. The dependence of e, on air temperature is expressed as a
fourth-order polynomial developed by Maykut (1978). Since the ice thickness is relatively
thin in this region, we assume that temperature gradient in the ice is linear, so that the
conductive heat flux (FC/) can be written as (T — ITs), where T is the temperature at
the ice bottom and is taken to be the freezing temperature and ~ is thermal conductance
of the ice-snow slab (= kik,/(k;H; + k;H,) ), where k and H is thermal conductivity and
thickness. respectively, and the suffix ; and , denote ice and snow, respectively.

The absorbed short wave radiation (FSW) is described as F, * (1 — o) = (1 — 1),
where [ is the solar radiation reaching to the ground. o is surface albedo. and i/, is the
transmittance. As for albedo, 0.07 and 0.12 are used for open water and nilas (H; = 5¢em),
respectively, and the values estimated as a function of ice thickness in the previous chapter
are used for thicker ice (see Figure 3.4.4b). Since the extinction coefficient of snow is more
than 60m™" (Mellor. 1977). we set i, = 0 except for nilas (i, = 0.18; Grenfell and Maykut.
1977).

The incident long wave radiation (FLW7) is obtained from FLW; = 0.7855 = (1 +

0.2232C%™) % ¢T} | which is derived from observation in the polar region by Maykut and
) a I 2
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Church (1973), where C is cloud amount (0 < C' < 1). The emitted long wave radiation
(FLW,) is described as FLW, = ¢ % oT¢. ¢ is taken to be 0.97 for open water and nilas
(H;=5 cm) and 0.99 for thicker ice.

After substituting the observed values, the equation (2) is resolved for T using a
Newton-Raphson method and then the individual fluxes are calculated by substituting
the obtained Ts. For open water, Ts is taken to be freezing temperature and the residual
term (FQ = FSH+ FLH + FSW + FLW + FC1I) is calculated.

On the other hand, the heat balance equation at the bottom of ice is expressed as:

dH;

. where p; is the ice density (900kg/m?), L; is the latent heat of fusion (discussed later),
and F, is the ocean heat flux. If we set F,, to be zero, the growth rate of ice thickness
can be calculated as FCI/p;L; from the equation (3). For open water. the ice growth
rate is calculated as —F@Q/p;L;. The heat fluxes and ice growth rate of total area are

obtained by summing up the area-weighted values of individual ice thicknesses.

Physical parameters

Prior to analvsis, we discuss three essential phvsical parameters which are used in
the model. The first one is the heat transfer coefficient. This parameter is taken to be
1.37 % 107 for both sensible heat flux and latent heat flux after Andreas and Makshtas
(1985 ) because their observation is quite similar to ours. Both are ship-based observations
and the measurement heights of wind speed and air temperature are almost same (21m/(u)
and 11m(7,) in their case. and 22m(u) and 15m(7,) in our case). and the usefulness of
the coefficient value is checked by the detailed observation. However. somewhat smaller
values of 1.0x1072 (Aota et al., 1989) are used for open water and nilas because roughness

is much less than thicker ice.

Second, thermal conductivity is taken to be 0.31"'m~™ 'K ~! for snow layer and 2.0
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Wm K™t for ice. In general, the thermal conductivity of snow can be represented

as ks = 2.22362 = pl% (Yen, 1981). Since p, is about 0.35g/cm® in our case, k, is

0.135;

estimated as 0.3. The thermal conductivity of sea ice is expressed as k; = ko(T3)+ 5525

(Untersteiner, 1961), where ky is thermal conductivity of pure ice, and S; is ice salinity.
This formula gives almost constant value of 2.0Wm™'K~! under the conditions of our
observation.

The last one is latent heat of fusion. In general, latent heat of fusion of sea ice can be

expressed as follows:

. 4., D X% Si ,
Li= 4.19*103[79.68—0.505(@~273.1.‘)—O.OQTBSi-z—W] J/kg (Yen, 1981)

. where T; is set to be the freezing temperature. S; is taken to be 9.1 psu for open water,

7.0 for nilas. and 3.5 for thicker ice on the basis of ice sample analysis (see Figure 5.3.1a).

4.3 Results
Daily mean

The result is shown in Figure 4.3.1ab. Here, FQ is a residual term (defined as
FSH + FLH +~ FCI + FSW + FLW) only for open water as mentioned before. If
F@Q < 0. ice forms by the thickness of (=FQ/(p;L¢)) at open ocean surface. What is
most impressive in these figures is that the contribution of solar radiation is much more
prominent in both vears than that of the turbulent heat flux. This result is in contrast
with that over thin ice area in the polar region (Maykut, 1978). where the sensible heat
flux dominates the heat exchange with the atmosphere. and seems one feature of sea ice
at low latitude where solar radiation is abundant. The estimated turbulent heat flux
(29.6 = 4.0117/m? in 1996 and 15.3 &= 3.011/m? in 1997) is nearly same as that estimated
in the Antarctic pack ice region at the beginning of melting season (0 ~ 6011/m?: An-
dreas and Makshtas, 1985). Here. the error values are determined by the 95% confidence

interval of albedo (see Fig.3.4.6b). The contribution of conductive heat flux is also small.

56



(a) 1996

FSH FLH FClI FSW FLW FQ

(b) 1997

60

40

20

(W/m*m)

FSH FLH FCI FSW FLW FQ

Figure 4.3.1 Heat budgets for daily mean meteorological data.
(a) 1996 (b) 1997

FSH: sensible heat flux FLH: latent heat flux
FCI: conductive heat flux in ice FSW: solar radiation

FLW: long wave radiation FQ: residual
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so that the ice growth per day is limited to 0.49 %= 0.04cm in 1996 and 0.25 &= 0.02¢m in
1997. Since ice conditions have a remarkable contrast between two vears as mentioned
earlier, these values seem to give nearly maximum and minimum under similar meteoro-
logical conditions. Consequently, the averaged ice growth rate can be estimated as below
0.5cm/day and thus thermodynamic growth is limited in this region.

Whereas the turbulent flux of the total area is downward in the polar region because
thick ice area is dominant (Maykut, 1982), upward flux is estimated in Figure 4.3.1 in
both years. This implies that sea ice extent works as a heating source rather than a
cooling source. To further examine this characteristics, the non-area-weighted turbulent
fluxes are presented in Figure 4.3.2. It is shown that the turbulent flux decreases signif-
icantly with ice thickness especially below 50 cm thickness. This decrease is attributed
mostly to the change of the sensible heat flux. With the increase of ice thickness, the
surface temperature becomes less influenced by the underlving ocean temperature, re-
sulting in the decrease of the upward sensible heat flux. until the turbulent heat flux
becomes downward like the polar region for more than 95 c¢m ice thickness. In this re-
gion. however, since relatively thin ice area is dominant, the area weighted turbulent flux
becomes upward (see Figure 4.3.3). It is worth mentioning in this figure that more than
half of the total upward turbulent heat flux is owed to open water and nilas area in both
vears. Thus open water and thin ice area characterizes the heat budgets in this region.
Figure 4.3.2 also shows that without sea ice the turbulent heat flux would increase to
57.6117/m?* in 1996 and 40.6717/m? in 1997 (refer to open area). These values are twice
the area-weighted values. This implies that the turbulent heat flux is restrained by half

due to sea ice area.

ECMWEF data

So far we have discussed the heat budgets during our observation period. To examine

whether our results hold for other periods, ECMWTF twice daily grid data (near hokkaido
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Figure 4.3.2 Turbulent heat flux as a function of ice thickness.

(a) 1996 (b) 1997
FSH: sensible heat flux

Positive FSH means that the surface temperature of sea ice

FLH: latent heat flux

is greater than that of air temperature.
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Figure 4.3.3 Area averaged turbulent heat flux (FSH+FLH).
(a) 1996 (b) 1997
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coast, 45.0°N, 142.5°F) are also examined assuming the same ice conditions. The method
of calculation is same as the above except that heat transfer coefficient is taken to be
slightly larger values of 1.40 = 1073 (Persson et al., 1997), taking it into account that
wind speed height is 10 m in ECMWF data. The daily averaged air temperature, wind
speed, and dew point temperature are used. The cloud amount is assumed to be 0.7 here

Q). the following formula

v &/

on the basis of our observation. As for daily solar radiation (

developed for the ocean adjacent to Japan by Kwm (1992) is applied here.

Io = Ag + A1cos0 + Bysing + Ascos20 + Bysin2o

Qs0 = I5(0.865 — 0.5C7)(1 — ay)

2
3

=

|

. where 0 is equal to (t-21)*=% (t: Julian Day), C is cloud amount, and « is albedo at

wt

the ocean surface (0.07). In actual calculation, [1.325 % Q. — 7.2697] is used as incident
solar radiation from the regression between the above formula and the observation at
the meteorclogical observatories of Hokkaido coast (Wakkanai, Kitami-esashi. Abashiri.
Nemuro).

The result of ice growth rate is shown in Figure 4.3.4. The mean ice growth rates for
our observation period are estimated as 0.13 c¢m/dayv in 1996 and -0.09 cm/dayv in 1997.
Although somewhat underestimated compared with those obtained from our observation,
it is shown in Figure 4.3.4 that ice growth is as small in February and March of both
vears as that during observation period. In January, the ice growth rate occasionally
becomes somewhat larger due to lower air temperature. However, this region was not
covered with sea ice vet at this time. Therefore, it can be said that ice growth is small
for almost all the ice covering periods.

The result of the daily turbulent heat flux is shown in Figure 4.3.5. The averaged
values for our observation period are estimated as —25.1117/m? in 1996 and —18.2117/m?
in 1997. These values are nearly the same as those estimated from our observational

data. Figure 4.3.5 indicates that the turbulent heat flux is upward for almost all the
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period. The values of flux are eliminated by two thirds to a half compared with those
without sea ice (not shown) and hence it is shown that the results obtained from our ob-
servational data hold also for other periods. Relatively large fluxes found in early March
1997 is caused by low air temperature (—10°C). The reason why larger ice growth is
not estimated during this period is attributed to increased solar radiation. After all, it
is confirmed that the result estimated from our observational data approximately holds

for the entire ice covering periods in this region.

Diurnal cycle

The brief characteristics of heat budget in this region was grasped from the daily-
averaged meteorological data. Here we further examine its diurnal cyvcle from hourly
meteorological data in 1997 (see Figure 4.2.1b). The method of calculation is the same
as that for the case of_Daidy mean. Again, we assume that the left term ot equation (1
(O0T</0t) is negligible,

First. we pav attention to thin nilas which initially forms over open water hecause
the formation of new ice is particularly important for heat exchange with atmosphere
and ocean structure. In calculation. surface albedo is given as the following formula:
a=—=2x10"H?+4% 107" H?+0.0205H, +0.0685, which is derived from the observational
data of Allison et al. (1993). Melting is supposed to occur when calculated surtace
remperature exceeds melting point (0°C'). In that case. melting amount is calculated as
FQ/(p; = Ly). Tce growth is predicted as a time evolution problem of 1 hour time step
using the hourly data (Figure 4.2.1b).

The result is shown in Figure 4.3.6a. This figure shows that sea ice forms at the
sunset. grows up to about 1.5 cm until early morning, and then melts away rapidly due
to solar radiation. This n‘mxinmm. thickness is in agreement with the observed value
during our cruise, and the diurnal cvcle of estimated heat budget (not shown} is in

good agreement with the detailed observational result over Lake Saroma by Ishikawa
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Figure 4.3.6 Results of heat budget for open water
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and Kobayashi (1984). Both results show that freezing occurs at night time when net
radiation, sensible and latent heat fluxes are all outgoing sense. This result indicates that
solar radiation is a leading factor for ice growth in this region. This fact is also clearly
shown by the heat budget components in Figure 4.3.6b, where incident solar radiation is
particularly prominent. What draws our interest in Figure 4.3.6a is that the iteration of
ice formation and melting may possibly produce less saline water at the surface. In some
nilas samples, we could find out the ice structure which may suggest this phenomenon.
The details will be discussed in Chapter 5 and 6.

These results also hold when calculation is started from 5cm- and 10cm- thick ice.
After one day cycle calculation, 5cm-thick ice grow up to 6.3 cm thick by early morning
and decrease to 3.6 cm thick before the sunset. For 10cm-thick ice. it grows up to 11.1
cm thick and decreases to 8.7 cm thick before the sunset. In both cases. incident solar
radiation plavs a role of the leading factor.

Next we examine heat budget over the entire area. The method of calenlation is sawe
as that used for daily mean calculation except that hourly data (’:\Figmv 1.2.1b ) 15 used.
We did not take the ice thickness change into account here because the treatment of
the surface melting process is not easy and the purpose here is to examine the effect of
the meteorological diurnal cycle on heat budget. Here heat budget is calculated with
the same ice conditions. When the surface temperature (Is) is caleulated as more thau
melting point (0°C'). 0°C' is substituted to Ts and the vesidual heat flux (FQ) = FSH +
FLH + FCI+ FSTW 4+ FLIV) is calculated. F@ is used to melt ice or snow.

The result is presented in Figure 4.3.7a-c. It is shown from Figure 4.3.7a that the
emitted long wave radiation is balanced by the sensible heat flux and conductive heat flux
at night time, resulting in the ice growth of 1.2 cm/day. The result that the turbulent heat
fAux is downward implies that sea ice area works as a cooling at night time. On the other
hand. Figure 4.3.7b shows that the solar radiation is predominant and causes the surface

melting at davtime. When averaged during one day, the effect of solar radiation remains
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(a) Night time (0 hr)
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Figure 4.3.7 Diurnal change of heat budget over the entire sea ice area.
{a) at nighttime (0 hour) (b) at daytime (noon) (¢) daily mean

Note that (¢) is similar to Fig.4.3.1b.
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prominent (see Figure 4.3.7c), so that ice growth rate becomes small (0.4 cm/day) and sea
ice area functions as heating source on average. The daily averaged profile (Figure 4.3.7¢)
is almost same as Figure 4.3.1b.

The additional noticeable thing is that surface melting occurs at daytime. This sug-
gests that flushing events, which mainly promote desalination of ice in the polar regions
in spring, may occur in this region. Actually, we could obtain some evidence about this in
bulk ice salinity. The ice salinity of our samples showed closer values to that of multi-vear
ice rather than that of first-year ice in the polar regions. The details will be discussed in

Chapter 5.

4.4 Summary and Discussions

In order to examine the thefmodynamical characteristics of sea ice in the southern
region of the Okhotsk Sea, we estimated the heat budget and the ice growth rate using
rhie bulk meéthod on the basis of our ice and meteorological observation. The vesults show
(1) that the averaged ice growth rate is limited to below 0.5 c¢m/day due to melting by
solar radiation, (2) that sea ice area eliminates the turbulent heat flux about by half. and
(3} that more than half of the total turbulent heat flux is owed to open water and nilas
area.

In the first result. the actual ice growth rate mayv be further lower because ocean hear
fux was not included in this calculation. Ishikawa and Kobayashi (1984) estimated the
ocean heat flux in Lake Saroma (salinity is 31 psu) in carly February as 10 to 30 117/
Wettlaufer (1991) estimated the ice-ocean heat flux in the Fram Strait in a fall season as
0 to 37 11/m~" If these values are applied to our area, ocean heat flux is balanced by
the estimated conductive heat flux and ice growth becomes substantially negligible

The second result suggests that sea ice area warms the northwesterly cold air graduallv.
This is a different feature from that of the polar regions where thick ice (geg 1 m) is

predominant. From the analysis of heat flux over individual ice thickness, it was shown
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that thinner ice thickness is responsible for this result. This result is in contradiction to
that of Okubo and Mannojy (1994). They showed using the JMA operational model that
the sensible heat flux is downward over sea ice extent. We consider that this discrepancy
is attributed to the treatment of sea ice area in the model, in which ice concentration is
assumed to be 1.0.

On the other hand, the third result is similar to that of the polar regions in that
thin ice area has an important role in exchanging heat between ocean and atmosphere.
However, the estimated value (40 ~ 6017/m?) is much smaller than that over lead in
winter in the polar regions (e.g. 120 /m? (Allison, 1982), 130W/m?* (Ruffieux et al..
1995), 189117 /m? (Weller, 1980), 11517/m? (sensible heat flux; Walter et al., 1995). This
much smaller values are considered to be due to relatively higher air temperature thau
in the polar regions. Thus the heat exchange over thin ice area seems not so drastic as
in the polar regions.

From these results. the sea ice in the southern region of the Okhotsk Sea can be

characterized as follows:

(1) Thermodynamical ice growth cannot be expected so much.

{2) Thin ice and open area contributes much to the turbulent heat Hux similarly
to the polar regions.

131 Since relatively thin ice area is dominant. the arca-weighted hear Hux be-

comes upward and sea ice area works as a heating source than a cooling source.

In the next chapter. we will examine how these thermodyvnamical characteristics in-

fueuce the ice growth processes through the structural analvsis of sea ice samples.
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Chapter 5. Ice Sample Analysis

5.1 Introduction

It is still unknown where and how sea ice in the southern region of the Okhotsk Sea
forms and grows because of the lack of the analysis of in-situ ice samples. In order
to approach this matter, we obtained sea ice samples during the cruises in 1996 and
1997 and investigated their structural characteristics. Since the analysis of in-situ ice
samples in marginal ice zones is insufficient not only in the Okhotsk Sea, but also in other
polar regions except for the Antarctic Ocean, we believe that our observation serves to
understand the characteristics of sea ice in marginal ice zones. Our purpose in this chapter
is to show the characteristics of sea ice through the structural analysis of ice samples in
connection with the heat budget characteristics in this region which is discussed in the
previous chapter. For this purpose, we analyzed thick/thin section, salinity, and density
profiles. Here we will present the results of analvsis especially from the viewpoint of
growth processes.

The total number of ice samples are 14 and 35 in 1996 and 1997, respectively. The 14
ice samples of 1996 consist of one first-vear ice, six voung ices, three pancake ices. two
nilases, and two slushes. The 35 ice samples consist of four first-vear ices. nine voung
ices, seven pancake ices, 10 nilases, two rotten ices, and three brash ices. The sampling
locations are shown in Figure 5.1.1a-b. As for the ice samples of 1997. the locations of
four tvpes of sea ice are plotted individually in Figure 5.1.2a-d. The brief features of each
ice sample are listed in Table 5.1.1. As was shown in Chapter 2. thin ice was predominant
in the southern part of the Okhotsk Sea in 1996, while relatively thick ice was remarkable
in 1997. Accordingly. the ice samples of 1997 are thicker as a whole than those of 1996.

The maximum thickness amounted to 75 cm.
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Figure 5.1.1 Sampling locations in (a) 1996 and (b) 1997.

Broken lines denote ice edges.

Notation :

- P1
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1 Y1

1 Y2

:Y3-4, F1, N1-2
- P2-3, Y5-6

F(first-year ice), Y(voung ice), P(pancake ice). N(nilas), S(slush)
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Table 5.1.1 Ice sample data.

F(Fist-year ice), Y(Young ice), P(Pancake ice)
N(Nilas), S(Slush), B(Brash ice), R(Rotten ice)

1996

sample no. | date | time | Hi(cm) | S(psu) | D(kg/m?)
F1 2/5 | 07:30 | 32 14 813
Y1 2/4 | 12:00 26 3.3 801
Y2 2/4 | 16:30 18 4.1 801
Y3 2/4 1 07:30 21 54 865
Y4 2/5 | 07:30 22 44 827
Y5 2/5 | 14:30 17 2.9 849
Y6 2/5 | 14:30 15 4.6 843
P1 2/3 | 09:00 11 8.2 876
P2 2/5 | 14:30 15 6.2 883
P3 2/5 | 14:30 13 6.0 821
N1 2/5 1 09:55 1 12.5 381
N2 2/5 | 09:55 1 12.5 840
S1 2/4 073 5 11.6 638
S2 2/4 1 12:00 8 2.8 589
Hi: Tce thickness S: Bulk ice salinity D: Bulk ice density

See Figure 5.1.1 for location.

(definition)

First-year ice: Sea ice of not more than one winter's growth, developing from young ice:

Young ice:

Pancake ice:

Rotten ice:

Brash ice:

Slush:

thickness 30cm ~ 2m.

Ice in the transition stage between nilas and first-year ice, 10 ~ 30cm in thickness.
Predominantly circular pieces of ice from 30cm ~ 3m in diameter, and up to
about 10 ¢m in thickness, with raised rims due to the pieces striking against

one another.

Sea ice which has become honeycombed and which is in an advanced state of
disintegration.

Accumulations of floating ice made up of fragments not more than 2 m across,

the wreckage of other forms of ice.

Snow which is saturated and mixed with water on land or ice surface. or

as a viscous floating mass in water after a heavy snowfall.

(from WMO, 1970)
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Table 5.1.1 (Continued.)

1997
sample no. | date | time | Hi(cm) | S(psu) | D(kg/m?)

F1 2/3 | 08:00 75 3.4 827
F2 2/5 | 08:00 55 2.9 885
F3 2/6 | 15:00 37 3.5 851
F4 2/8 | 12:45 40 3.0 832
Y1 2/2 | 13:00 21 4.4 866
Y2 2/4 1 11:10 26 3.3 833
Y3 2/4 | 11:10 | 17 3.6 852
Y4 2/6 | 12:00 17 4.9 907
Y5 2/6 | 12:00 12 4.8 905
Y6 2/6 | 15:00 25 3.4 860
Y7 2/6 | 15:00 25 3.6 851
Y8 2/6 | 15:00 21 3.1 842
Y9 2/8 | 1245 | 17 3.5 829
P1 2/6 | 15:00 6 9.6 834
P2 2/7 10745 5 8.3 397
P3 2/7 10745 | 8 7.8 831
P4 2/7 110:00 25 8.1 926
P5 2/7 1 10:00 1.2 9.1 834
P6 2/7 110:00 2 7.2 865
P7 2/8 1 08:00 7.5 895
N1 2/2 1 17:00 0.7 7.4 -

N2 2/3 | 10:50 0.8 T 357
N3 2/6 | 10:15 1.0 8.7 930
N4 2/6 1 10:15 | 1.1 9.0 $61
ND 2/6 1 10:15 1.1 3.1 837
N6 2/6 | 16:10 4 9.1 922
N7 2/8 | 15:45 1.2 9.7 -

N8 2/9 1 13:40 3.8 8.3 -

Ng 2/9 | 13:40 | 2 8.3 .

N10 2/9 | 1340 | 1 0.7 -

R1 2/6 | 15:00 | 10 3.1 870
R2 2/6 | 15:00 | 8 3.9 916
B1 2/6 | 12:00 8 2.7 926
B2 2/8 1 13:00 8 5.0 904
B3 2/8 | 1545 | 11 5.8 804

See Figure 5.1.2 for location.
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5.2 Method of Analysis

The typical procedure of sample analysis is depicted in Figure 5.2.1. First we cut
vertically the ice sample in two pieces. One is used for the analysis of salinity and
density, while the other is for thin section analysis. Then vertical thin section is made to
investigate the vertical structure on the cut face. On the basis of this vertical structure, we
made horizontal thin sections of characteristic layers to observe the horizontal distribution
of crystal grains. On the other hand, we divided the two columns (Figure 5.2.1) into 2 cm
thick pieces to investigate the vertical profiles of salinity and density. The bulk salinity
and density were obtained by averaging them vertically.

In thin section analysis, we first sliced off a sheet of about 1 cm thick from an ice
sample using a band-saw and planed the surface of one side smooth to stick it on a glass
plate. Then we made a thick section of 5 mm thickness by planing off another side of
the ice sheet to examine the inclusions like gas and brine pockets in ice samples. For this
purpose. we took two kinds of photographs. One is taken for reflected light with the thin
section overlaving a piece of a black cloth to examine the light scattered by inclusions
(referred to as a scatter photo here). The other is taken for transmitted light with the
light source positioned below the thin section to examine opacity of light by inclusions
(referred to as a through photo here). After taking these photographs. we again planed
off the thin section to about 0.5 mm thick until we can recognize the crystallographic
structure of the ice sample. We put this thinly planed section between two polarizing
sheets and took a photograph(referred to as a polarized photo here).

From the vertical thin section. we determined the interface between snow and ice, if
possible, and cut the columns into pieces of 2 cm thickness from their interface. We
planed and polished the facets of each piece carefully so that it took a rectangular shape.
Then we calculated the volume by measuring the dimensions (depth, width, and height)

of each piece by a caliper with 0.01 mm unit and measured the weight with 0.01 g unit.

The density was obtained by dividing weight by volume. After melting each piece at a
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Figure 5.2.1 Schematic picture of ice sample analysis.
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room temperature (about 20°C), the salinity was measured with a salt analyzer (TOA
Electronics Ltd., SAT-210 type). The remainder of the melted ice is now stocked for the
6180 analysis.

Some pieces were deteriorated and distorted especially at the uppermost and the bot-
tom layers. In such cases, we omitted the data in examining the vertical profiles and bulk
salinity and density. In our method of estimating density, even the measuring error by 1
mm would cause as much as 9% error for a piece of standard size (5 cm * 6 cm * 2 cm).
However, we do not feel that measurement errors are crucial because the estimated ice

density shows a systematic vertical profile in many cases.

5.3 Results
5.8.1 General characteristics

First we will describe the general characteristics concerning salinity and density of sea
ice. The bulk salinity is shown as a function of ice thickness (see Figure 5.3.1a). We can
find from this figure that ice salinity depends strongly on ice thickness although there is
an appreciable amount of scatter at thinner ice thickness. Salinity decreases rapidly from
about 10 to about 4 psu with the increase of ice thickness up to 20 cm. while it becomes
nearly constant for ice thickness more than 20 cm. This result is in agreement with the
observation for first-vear ice in the polar regions compiled by Cox and Weeks(1974) in
that the slope of the salinity decreases significantly at a critical ice thickness. However,
this critical ice thickness, which is about 40 cm in the polar regions. is somewhat thinner

1

-

1 our case (20 cm) and the ice salinitv is lower by 3 to 4 psu compared with their data
as a whole. Considering the fact reported by Coxr and Weeks (197/) that sea ice salinity
decreases much to about 2 psu in melting season, this discrepancy may be attributed to
melting conditions in the southern region of the Okhotsk Sea.

Sea ice in this region is subject to melting as indicated by heat budget calculation

in the previous chapter. This implies that such a process as flushing caused by surface
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melting, which effectively promotes desalination of sea ice in melting season in the polar
regions, can affect sea ice salinity even in mid winter in this region. This melting effect
can be recognized in vertical salinity profiles. In many cases, especially voung ice, it is
found that ice salinity increases with ice depths as a whole. This profile is more similar
to that of multi-year ice (Gow et al.,1987) than that of first-year ice (Nakawo and Sinha,
1981). The typical profiles are shown with polarized photos of vertical thin section in
Figure 5.3.2. In Figure 5.3.2(upper), local salinity maximum is found at 5 cm depth near
the interface between snow and ice. We consider that this high salinity is attributed to
flooding events (percolation of sea water between snow and ice) rather than the effect of
the surface brine found in typical first-year ice. Thus these figures show that the structure
is rather similar to that of multi-vear ice. In éddition, the importance of melting effects
is suggested by the fact that two rotten ice samples, indicating that melting had clearly
occurred. showed lower salinity compared with that of the other ice of same thickness
(see Figure 5.3.1a).

Besides. It is suggested by Crocker and Wadhams (1989) that relatively high tem-
perature (above about —8°C') makes brine channels permeable. This suggestion implies
that desalination is more promoted for high temperature. In addition. it is known that
initial salt entrapment at freezing decreases for slower growth rate ( Wakatsuchi and Ono.
1983). Considering all these effects, somewhat lower ice salinity even in freezing season
may be also one of the features of sea in relatively low latitude.

The bulk ice density is also shown as a function of ice thickness as in Figure 5.3.1b.
(Here slush samples are excluded because formation process is definitelv different from
other sea ice.) Bulk ice density ranges from 800 to 930 kg/m? with remarkable variation
There is no strong correlation between ice thickness and density though week decreasing

trend with ice thickness is detected. The averaged density is 864 % 35kg/m?®, which

is somewhat lower than that of typical first-vear ice in the polar region. For example,

Tucker et al.(1991) showed from the observation in the Fram Strait that the density
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of nilas. pancake ice, and first-year ice is all 920kg/m?® and Perovich and Gow (1996)
showed that the density of first-year ice of the Beaufort Sea is from 900 to 930 kg/m3.
Our result is rather closer to that of multi-year ice (e.g. 887 & 20kg/m?® by Eicken et
al.(1995)). Somewhat lower density of our ice samples indicates higher gas contents in
ice. According to Tsurikov (1979), the main contributions to the gas content of sea ice
is the release of gases from the water when freezing and the generation of pores in ice
due to melting. Since the first one makes little difference between the Okhotsk Sea and
polar regions, the melting effect of the second one seems important. Melted water along
brine pockets drains from sea ice and may lower the ice density. We consider that is why
the density of our samples are closer to that of multi-year ice which have experienced
melting. If it is true, somewhat lower density maybe also one of the sea ice in this region.

In the following section, we will show the results of the detailed analysis of individual

ice types. focusing on the structural characteristics.

5.3.2 First-year i1ce and Young ice

The vertical structure of first-vear ice was varied in each sample, indicating compli-
cated growth processes. The polarized photos of vertical thin sections of all the five
first-vear ice samples are shown in Figure 5.3.3a-e. It is noticeable in these figures that
granular structure is outstanding. Among them. two samples are composed of granular
ice in total lavers. When we summed up for first-vear ice samples in each vear, it turned
out that the fraction of granular ice amounts to 100% for a 1996 sample and 61% for
1997 samples, while columnar structure occupies 0% for 1996 and 33% for 1997 (Ta-
ble 5.3.1). Thermodynamical growth is always associated with columnar ice and can be
definitely discriminated from dynamic growth. Therefore, it is indicated from this result
that dynamic growth process, such as accumulation of frazil ice, is more significant in
the southern Okhotsk Sea than thermodvnamic growth.

This feature is also found in voung ice samples. In the voung ice samples of 1996,
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Table 5.3.1 Fractions of ice structure.

c: columnar ice

g: granular ice

¢/g: (mixture of columnar and granular ice)

v: the ice structure where vertically oriented c-axes
are predominant.

year | ice types number | ¢ g c/g v
1996 | first-year ice 1 0 100 0 O
young ice 6 0 100 0 O
Total 7 0 100 0 O
1997 | first-year ice 4 33 61 4 1
young ice 9 b2 36 8 4
Total 13 42 50 6 3

(unit: %)
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almost all the layers were composed of granular ice and columnar ice could be found
in a piece of about 2 c¢cm thickness and 5 cm width in only one sample. On the other
hand, in 1997 samples, columnar ice is more often observed and sums up to 52%. while
granular ice occupies 36% (Table 5.3.1). Considering the satellite observation of sea ice
in this region, this structural difference between 1996 and 1997 may be attributed to the
growth history. In 1996, sea ice formed mainly by in-situ freezing in 1996, while sea ice in
1997 developed thermodynamically in the northern region off Sakhalin and then flowed
southward to this area.

As a whole, granular ice comes up to 50% when we sum up for both first-vear ice and
voung ice of 1997 samples (see Table 5.3.1). This value surpasses columnar ice (42%).
Thus it was shown that granular ice is more prominent than columnar ice and dynamic
process plavs an important role in ice thickening process in this area. This result is
consistent with that of heat budget calculation discussed in the previous chapter in that
thermodvnamic growth is limited even in mid winter in this region. Actually. it is often
observed from a helicopter that a number of frazil ice crvstals are accumulated around the
edge of marginal pack ice probably due to strong wind (Figure 5.3.4a) or gathers together
associated with a Langmuir circulation (Figure 5.3.4b) which is suggested by Martin and
Kauffman (1981). It can be easily imagined that accumulated frazil ice become solidified
as accumulation proceeds. This process of solidification is investigated from laboratory
experiments by Martin and Kauffman (1981). We consider that a similar process occurs
in a real ocean.

The fraction of columnar and granular ice has been investigated from the analvsis of
ice samples in both polar regions. For the Arctic regions.” Gow et al. (1987b) estimated
columnar ice as more than 75% for sea ice in the Fram Strait and Eicken et al. .(1995)
estimated columnar/frazil ice as 61/18% for undeformed sea ice in the Eurasian sector of
the Arctic Ocean. In the Antarctic regions, it has been reported that granular ice of frazil

origin dominates over columnar ice. For example, Lange and Ficken (1991) showed that
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Figure 5.3.4 Photographs of accumulated frazil ice from a helicopter.
(a) around the ice pack
taken from 1800 m altitude at 09h39m of February 3, 1997.
(b) associated with Langmuir circulation

taken from 300 m altitude at 13h28m of February 4, 1997.
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granular ice of frazil origin occupies 50 to 70% fraction in the Weddell Sea. Jeffries and
Adolphs (1997) reported that the fraction of columnar ice is only 22% except for coastal
regions in the Ross Sea. Jeffries et al. (1997) estimated frazil/columnar as 44 / 26%
for sea ice in the Bellingshausen and Amundsen Seas. Allison and Worby (1994) showed
that approximately 50% is composed of small frazil crystals off East Antarctica. This
difference between the Arctic and the Antarctic regions can be explained as follows: Open
water area between ice floes can appear more easily in the Antarctic regions because wind
and swells make ice floes more mobile and consequently numbers of frazil ice is produced
in the Antarctic regions. On the other hand. open water area can appear less frequently
due to geographical features in the Arctic regions.

The result of our structural analysis is closer to that of the Antarctic regions. It is
likely that the formation process of granular ice similar to that of the Antarctic regions
takes place also in this region.

Another noticeable feature in Figure 5.3.3a-e is that sea ice is not a single slab but
is composed of several lavers. For example. three columnar lavers are found in Fig-
ure 5.3.3e with granular lavers sandwiched between them. Since columnar structure is
never changed to granular structure during the thermodynamical growth process. it seems
that several ice sheets piled on each other to form this ice sample. Granular structure
can further be divided from the difference of grain sizes. Consequently. this ice sample
(Figure 5.3.3e) appears to be composed of seven lavers.

In similar wayvs. we analvzed the laver structure of all the first-vear and voung ice
samples of 1996 and 1997 using the polarized photos and the scatter and through photos.
The results are shown in Figure 5.3.5a-c. In analysis, if we can recognize that one
columnar laver originated from its adjacent granular laver, we regarded them as one
laver. As a result. the averaged thickness of one laver was 5.8 cm and 9.4 cm for ice
samples of 1996 and 1997. respectively. This implies that ice floes of 5 to 10 cm thickness

on average pile up on each other to form sea ice in this region. It is suggested from this
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result that a rafting process. which is one of dynamic growth processes, plays a significant
role in the growth of sea ice in this region.

The importance of a rafting process has been pointed out also in the Antarctic region.
It has been shown that sea ice floes in the Antarctic region are composed of several ice
sheets unlike those in the Arctic region. For example, Worby et al.(1996) have estimated
the averaged thickness of one layer to be only 12 cm. From observational results, Lange
et al.(1989) proposed a conceptional model named ‘pancake cycle’ as a growth process
by rafting (Figure 5.3.6). Their model is explained as follows: Sea ice initially forms in
the open ocean. Second this ice is piled up on each other by the effects of strong wind
and swells and open area is created. Again sea ice is formed in this open area and piled
up. This process is repeated and sea ice grows. Considering that the averaged thickness
per layer is the same order as ours and that strong wind and swells prevail in winter in
the Okhotsk Sea, it is likely that the same process occurs also in the Okhotsk Sea.

Finallv. we would like to point out a unique ice crvstallographic structure. In some
samples, the laver where c-axis of ice crvstal is almost vertical is found (referred to as a
CAV laver here). The thickness of this layver is one to a few centimeters. One polarized
photo of the tvpical case is shown in Figure 5.3.7. In this laver, vertical structure is seen
almost uniform and grain sizes appears to be somewhat larger compared with those of
other granular ice (about one millimeters). To our knowledge, this kind of ice laver has
not been noticed from the observation in the polar ocean. It seems impossible that this
laver is created beneath ice bottom during thermodvnamical growth process. One of the
possibilities is that nilas of 2 ¢m thick was piles up on another ice floe. However. we
wonder if such a kind of nilas as has 2 cm thick CAV laver can form from sea water. It
is known that the CAV laver is only limited to a few millimeters at the freezing surface
(Weeks and Ackley. 1986). Therefore. it is more likely that a large number of round thin
ice crystal discs, which are produced in sea water below a sea ice floe under supercooled

conditions. are lifted slowly by buovancy forcing keeping the disc facets horizontal and
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Figure 5.3.6 "Pancake cycle’ cited from Lange €t al.(1989).
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Figure 5.3.7 Polarized photos of C-axes vertical layer found in young ice (Y2, 1997).
(a) vertical section (b) horizonal thin section.
The thickness of CAV layer reaches 2 cm.

Black area in horizontal thin section corresponds to C-axes vertical layer.
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accumulated beneath a sea ice floe. This process is suggested by the laboratory experi-
ment of Ushio and Wakatsuchi (1993) (see Fig.8b in their paper). If this is the case, this
type of ice structure should appear also in the polar regions. We are not sure why it has
not been reported before, but it is an interesting structure. Further observation will be

desired.

5.3.3 Nilas

During the cruise in 1996, we took two samples of 1-cm thick nilas near Shiretoko
Peninsula in the morning. Thin section analysis showed that both samples had vertically
uniform-layered structure and large-sized grains (up to a few centimeters) (Figure 5.3.8).
These structural features are quite different from those of the first-vear and voung ice
samples in 1996 and. moreover, those of nilas in the Fram Strait which is reported by
Tucker et al.(1991). The salinity was both 12.5 psu which is somewhat lower than that
observed by Tucker et al.(1991) (15.3% for 3cm thick nilas). The values of density were
881 and 840 kg/m?, which are also somewhat lower than 920 kg/m? reported by them.

In order to further examine this structure, we divided grain area in the horizontal thin
section and measured the c-axis direction of each grain area using a universal stage. The
distributions of c-axes zenith angle are depicted in Figure 5.3.9a and b. It is shown that
the areas which have almost vertical c-axes are prominent and that their sizes are much
larger than those of the grain areas with less verticallv-oriented c-axes. This feature is
clearly shown by Figure 5.3.10 in which areal fraction is depicted as a function of the
c-axes zenith angle.

Weeks and Ackley (1986) have shown that c-axes are roughly perpendicular to the
freezing surface at the very thin surface of the ice skim. However. it has not been known
that the sea ice can have vertically oriented c-axes laver of as thick as 1 cm. The reason
why such laver cannot develop much in sea ice can be explained as follows: In the case

of fresh water. a static state is maintained while freezing because the temperature of
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maximum density is above freezing point. Thus fresh ice develops statically with the c-
axis orientation being kept vertical. On the other hand, in the case of sea ice, convective
motion easily occurs while freezing because of the following reasons. First, since the
temperature of maximum density is below freezing point for salinity of more than 25 psu,
the water cooled at the surface induces convection. Second, dense brine water expelled
from sea ice causes instability under the ice. Therefore, a static state can hardly be
realized during the freezing of sea water, which leads to the inclination of the c-axis. For
this reason, we consider that special conditions are required for the CAV layer to develop.

In order to further examine the structure of nilas, we took 10 samples at different
areas during the cruise in 1997 (see Figure 5.1.2d for location). Although the CAV layer
can be found at the ice skim in all the samples, its thickness ranges from 3 to 9 mm and
the inclined c-axes layers appear under the CAV layer in many samples. Among them.
the nilas of similar structure to 1996 samples can be found out (see Figure 5.3.11). The
vertical thin section (Figure 5.3.11b) shows that the structure is verticallv uniform and
it is shown from the horizontal thin section (Figure 5.3.11¢) that all the area is occupied
by the vertically oriented c-axes. The structure is further closer to that of fresh water ice
compared with two samples of 1996.

From these results, it is shown that nilas has the CAV laver at the skim in many cases
and its thickness ranges from 3 to 10 mm and that some nilas samples among them are
occupied by this laver in all the laver (8 to 10 mm). Here we put the following questions:
what causes the difference of the laver thickness? Are any special conditions required
for this laver to develop to 10 mm? To the author’'s knowledge, little attention seems
to have been paid to this matter. Therefore. we tried to approach this matter through
laboratory experiments. As for the factors which may affect the thickness of CAV lavers,
ice growth rate and water salinity are taken into account. The results will be shown and

discussed in the next chapter.
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Figure 5.3.11 Polarized photographs of thin section of nilas N2 (1997)
taken off the northeastern Hokkaido coast (see Figure 5.1.2¢).
(a) Full scale sample (b) Vertical section

(c) Horizontal section (Black area represents vertical C-axis.)
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5.5.4 Pancake ice

Structural analyses of pancake ice have been relatively limited so far (e.g. Tucker et
al.(1991), Wadhams et al.(1996)). Given that pancake ice occupies a significant area and
is one of the tvpical ice types at the seasonal and marginal ice zone, it is important to
analyze the structure for the understanding of the formation process. We took three and
seven samples in 1996 and 1997, respectively. The individual samples of 1996 ranged in
size from 70 to 100 cm in diameter and ranged in thickness from 11 to 15 cm. Those of
1997 ranged in size from 6 to 100 cm in diameter and ranged in thickness from 1 to 8 cm.
The bulk salinity ranged from 6 to 8 psu in 1996 and from 7 to 10 psu in 1997. These
values are somewhat lower than those of the pancakes observed in the Fram Strait by
Tucker et al. (1991) (9 to 12 psu). The bulk ice density ranged from 821 to 926 kg/m?
and also showed somewhat lower values compared with their values (920 kg/m?) Both
these lower values may be caused by the melting effect described in section 5.3.1.

In the ice samples of 1996. all the lavers were composed of granular structure whose
diameter is less than 1 mm. This indicates that this pancake ice formed through the
accumulation process of frazil ice due to wind and swells. On the other hand. different
structure of pancake ice was found out in the samples of 1997 (Figure 5.3.12). This
pancake existed in closely packed form at this site (Figure 5.3.12a). Thick/thin section
(Figure 5.3.12bc) indicates that a few ice sheets were piling up. bended. and overlaid
with granular ice. The enlonged shape of each grain is somewhat similar to that of the
pancake reported by Tucker et al. (1991). However, its alignment is rather random in
their case and quite different between ours and theirs. In our pancake, each grain is well
aligned and its c-axis is almost vertical. This tvpe of structure has not been reported
before. The structure of this ice is similar to that of the previously described nilas. Sim-
ilar structure was found also in the other samples near this area. This result indicates
that these samples of pancake ice were formed from the piling of nilas which had initially

covered the wide ocean area.
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Figure 5.3.12 Vertical structure of pancake ice P3 (1997)

taken near the marginal ice zone.
(a) View around the sampling area from the ship.
(b) Scatter photo (5 mm thick) of vertical section.

(c) Plarized photo (0.5 mm thick) of vertical section.
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5.4 Summary and Discussion

In order to investigate the characteristics of sea ice in the southern region of the
Okhotsk Sea, we took ice samples during the cruises in early February of 1996 and 1997
and examined their structure especially from the viewpoint of ice growth processes.

Through thick/thin section analysis, it was found for first-vear and young ice that
granular ice occupies greater part than columnar one and that many ice samples are
composed of several ice sheets with average thickness of 5 to 10 cm. These results show
that a dyvnamic process plays a significant role in ice growth processes in this region. The
latter result indicates the importance of a rafting process and that a phenomenon similar
to "Pancake cycle’ (Lange et al., 1989) in the Antarctic region occurs also in this region.
A rafting process is recogiized also in some pancake ice. These results are consistent
with those of heat budget analyvsis discussed in the previous chapter in that we showed
that a thermodyvnamic process is not dominant in ice growth processes in this region.

For thin ice, the nilas samples of about 1 cm thickness with vertically oriented c-axes
in all the layvers were found out. This tvpe of structure has not been reported in other sea
ice regions so far. Further investigation is performed through laboratory experiments.
The details will be shown in the next chapter.

We also measured salinitv and density of our ice samples. The result shows that bulk
ice salinity is lower by about 3 psu than the salinitv of sea ice taken at the freezing
season in the polar regions and that bulk ice density is lower by about 40 kg/m?® than
that of first-vear ice in the polar regions with widely variated range. Low salinity may be
attributed to desalination due to melting and somewhat lower density may be attributed
to increased porosity due to melting. Considering that the melting is caused by abundant
solar radiation and relatively high temperature, these results may be also one of the
characteristics of sea ice in this region. Further data accumulation will be desired in the

Tuture.
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Chapter 6. Laboratory Experiments

6.1 Introduction

In the previous chapter, we showed that a kind of nilas, in which crystal grains of
almost vertical c-axes are predominant in all the la‘yerv of about 1 cm thickness, was
found out in the southern region of the Okhotsk Sea. This structure is rather similar
to that of fresh water ice and is discriminated from the other structures of sea ice. It
has been known that crystal grains with vertical c-axes are dominant in the very thin
layer of sea ice as well as fresh water ice when ice initially forms from sea water under
calm conditions ( Weeks and Ackley, 1986). As the ice growth proceeds, the crystals with
inclined c-axes become prominent because the expelled dense brine induces convection
under ice surface. In the meanwhile, cryvstals with almost horizontally oriented c-axis
occupies most part of the area by the time ice thickness reaches about 5 cm (Kawamura,
1982; Weeks and Ackley, 1986). Thus the laver composed of the crystals with vertically
oriented c-axes is supposed to be limited to very thin laver near the surface, even if it
exists.

Our matter here is to what thickness this thin layver can develop. That is, can it be
as thick as 1 cm as we observed, when ice forms from normal sea water (32 ~ 34 psu)?
Kawamura(1982) showed from the analysis of 5cm-thick ice frozen in the Saroma Lake
that numbers of c-axes of crvstals are already inclined at 1 cm-depth. According to the
analvsis of sea ice frozen at Thule, Greenland by Weeks and Ackley (1986), crystals with
vertically oriented c-axes occupy significant part but their frequency is below 30% at 0.5
cm-depth. In the light of these previous studies, special conditions may be required for
this laver to develop up to 1 cm thickness. Since little attention have been paid to the
thickness of ice skim laver so far, we examined it through laboratory experiments.

Regarding required conditions, we considered two kinds of factors here. One is low

salinity of sea water. This factor possibly affects the thickness of the skim layer, consid-
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ering that c-axes become mostly vertical in all the layer of ice frozen from fresh water. It
was shown from the heat budget analysis in Chapter 4 that surface less saline layer can
be produced due to ice melting at davtime in this region. The other one is ice growth
rate, which affects the salt flux of the brine excluded from ice (Wakatsuchi and Ono,
1983). Since the difference of the salt flux causes the change of salinity beneath ice, it is
considered that ice growth rate also affects the result.

The purpose of our laboratory experiments is to freeze sea ice under calm conditions,
and to examine to what thickness the skim laver can develop and how this thickness
changes with these growth conditions. For this purpose, we prepared four thermally
insulated tanks, put water of different salinities (8, 17, 25, 34 psu in principle) into each
tank, and froze water at the same time in a cold room until ice thicknesses reach about 5
cm. The room temperature was set at —10, —15, —20°C". We measured the thickness of
the ice skim through thick/thin section analysis. We consider that this work is related to
the phyvsical process concerning the change of c-axes orientation during ice growth. which
is one of the interesting problems of sea ice.

In this chapter, the details of apparatus will be described in the next section. We will

show the results in section 6.3, and discuss them in section 6.4.

6.2 Apparatus and Experimental procedures

In order to examine the ice structure of initial growth stages. we prepared four ther-
mally insulated square tanks with inner dimensions of 0.3 m length, 0.3 m width. and
0.65 m hight (see Figure 6.2.1). These tanks are made of 1-cm-thick transparent acrvlic
boards and are covered with 10-cm-thick stvrofoam except at the upper surfaces to avoid
the freezing at the side walls. We made six holes on a side wall of the tanks at the
depths of 10. 20. 30, 40, 50, 60 cm from the top and stuffed them with rubber stoppers to
sample water for salinity measurement (see Figure 6.2.1 and Figure 6.2.2). To enable this

measurement, we hollowed part of the styvrofoam board and took it away only when we
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Figure 6.2.2 Photographs of experimental tanks.
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took water samples. Water samples were taken carefully from these rubber stoppers with
an injector at six hours’ intervals. We kept them in a room at ordinary temperature for a
few days and then measured their salinity. As for ice thickness, we also put a measuring
scale on the side wall and measured it visually. In order to monitor water temperature at
depths, we prepared copper-constantan thermocouples, and mounted them at the depths
of 5. 15, 35, 55 cm from the water surface (see Figure 6.2.1 and Figure 6.2.2). The room
temperature was monitored at the height of 1.6 m with a thermo-/hydro-meter. These
temperature data were recorded on loggers at one minute’s intervals.

These tanks were put on 10-cm-thick styrofoam to minimize the cooling at the bottom,
and were filled with water of different salinities (34(Tank 1), 25(Tank 2), 17(Tank 3),
8(Tank 4) in principle) up to 60-cm-depth. These different salinity waters were made by
adding fresh water to sea water (34 psu).

Before starting this experiment, these tanks were cooled enough in a cold room at
the temperature of 0°C'. The water was sometimes stirred so that all the layver of the

water was uniformly cooled. After the water temperature settled down to 0°C', the room

temperature was set down to -10 (Case 1), -15 (Case 2), and -20°C' (Case 3). The room
temperature decreased to the set values in an hour for Case 1 and Case 2 before freezing
started. However, it took longer time for the room temperature to settle down for Case 3.
To avoid freezing before the set value. a lid of styvrofoam was put on each tank until the
temperature decreased to —20°C in this case. In order to realize freezing under quite
calm conditions. it would be desirable to cool water down to the freezing point of each
tank. However, it was impossible because the freezing points were different in each tank.
We do not consider that this alters the results substantially because the dependence of
CAV layer thickness on temperature was relatively small as shown later. When the ice

thickness reached about 5 cm, we cut out a square ice piece of 16 cm across from each

tank, and kept it in another cold room of —16°C until ready for thin section analysis.
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6.3 Results

It took 36, 24, and 18 hours for Case 1, Case 2, and Case 3, respectively, until ice
thickness grew up to about 5 cm. Figure 6.3.1a-c show the time series of the room
temperature monitored by a thermo-/hydro-meter. It is seen from these figures that
temperature was kept almost constant for Case 2 and Case 3 during the experiments.
Appreciable fluctuation with the amplitude of 1.5°C and the period of 20 min. is found
for Case 1. This was caused by the mechanism of the air conditioning svstem. Even so,
the observed water temperature changed much more slowly (see Figure 6.3.3a) and it is
unlikely that this fluctuation had a significant effect on the ice structure.

Figure 6.3.2a-c show the growth of ice thicknesses. It is shown from these figures
that although ice growth rate is a function of air temperature and water salinity, the
dependence on air temperature is much higher and we can regard temperature as a leading
factor of growth rate. We show the dependence of ice growth rate on air temperature in
Figure 6.3.2d by picking up the data of Tank-1(sea water). It is seen that the growth
rate is 1.5, 2.5, and 3.0 cm/12hour for Case 1, Case 2, and Case 3, respectivelv. From the
ice growth calculation in Chapter 4, 1.5 ecm/12hour is approximately same as that in the
Okhotsk Sea, while 3.0 mﬁ/l?hour corresponds to that in the polar regions. Therefore,
we consider that the result of Tank-1 for Case 1 is a model case of the nilas which forms
in the southern region of the Okhotsk Sea.

The time series of the water temperature monitored by thermocouples during the
experiments were shown in Figure 6.3.3a-c. Broken lines represent the freezing temper-
atures which were calculated from measured water salinity at each depth. It is shown
from these figures that water temperature at each depth changed almost uniformly in
each tank except the bottom layers of Tank-2 and -3 and that super-coolings were kept
during the ice growth. The changes of salinities are depicted in Figure 6.3.4a-c. Their

vertical profiles are almost uniform as well except the upper most laver which is sub-
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ject to expelled brine. Because highly saline water is expelled as ice grows, salinity was
found to increase by 2 to 3 psu as a whole. However, since the salinity just below the
ice under-surface was remarkably high compared with the water salinity at middle depth
as shown in Tank-3 and -4 of Figure 6.3.4, this slight increase in salinity did not seem
to affect the local activity of the ice growth beneath ice under-surface. The decrease of
freezing temperature associated with the salinity increase was almost negligible as shown
in Figure 6.3.3.

When the experiments were finished, the ice thickness of each tank was almost uniform
(Figure 6.3.5a) and hence the effect of the freezing on the side walls appeared to be only
a little. We cut out a square ice sample with dimensions of about 16cm * 16c¢m using
a hand-saw. It was found that a number of ice plates were developed beneath the ice
under-surface, which is one of the characteristics of ice formed from super-cooled sea
water (Figure 6.3.5b). Since this tvpe of ice appears after the crystal c-axes becomes
nearly horizontal. it does not seem to be relevant to the structure of ice skim which is
the matter in this chapter.

We cut a square sample into four pieces and examined their vertical structure through
thin section analyvsis. The method of thin section analvsis is same as that described
in the previous chapter. One example is shown in Figure 6.3.6. It is shown that the
upper most skim laver of a few millimeters thickness is much more transparent in the
scatter photo, and should be discriminated from the lower laver. In fact, these horizontal
structures were definitelyv different. In the upper laver, the crvstal c-axes were almost all
vertical (Figure 6.3.7a). while theyv were much inclined in the lower laver (Figure 6.3.7b).
We measured the thickness of the upper layver at 1-cm interval for all the samples and
examined the representative thickness of this c-axis vertical laver (referred to as CAV
here). Individual polarized photographs are shown in Figure 6.3.8.

The result of measurement is shown in Figure 6.3.9a-d. Error bars represent the

standard deviation. We can see from Figure 6.3.9ab that the thickness of CAV in Tank-1
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(b)

Ex,o. 3

(1992 /8 /1 ~2)
Tank (D
.

Figure 6.3.5 Photograph of formed ice
(a) Formed ice just after the experiment.

(b) Cut-out ice (upside down).

122



Figure 6.3.6 Vertical thin section.

(a) Scatter photo (5mm thick).

(b) Polarized photo (0.5mm thick).
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Figure 6.3.7 Polarized photos of horizontal thin section.

(a) Upper most layer

(b) Mid layer
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Figure 6.3.9 Thickness of c-axis vertical layers.

(a) Tank-1 (34 permil) (b) Case 1
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Figure 6.3.9 (Continued.)

(a) Case 2 (h) Case 3
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(Okhotsk model case) is about half of the observed value and its variation is also small.
This means that the CAV thickness cannot develop up to the observed value even if quite
calm conditions are realized in the observed area. This thickness and its variation depend
much on salinity. They both increase rapidly with the decrease of salinity. For example,
when water salinity is below 25 psu, it is sufficiently possible for CAV to develop to
8-10 mm thickness, which was observed in the southern region of the Okhotsk Sea. It
is true also for Case 2 and Case 3 (Figure 6.3.8cd). On the other hand, the dependence
of the CAV thickness on temperature is relatively small, although slight increase can be
detected with the decrease of temperature (Figure 6.3.9a). This implies that growth rate
is less important than salinity to the thickness.

From these results. it is shown that less saline water playvs an important role in the
developing of the CAV layer to develop to the observed thickness in the southern region
of the Okhotsk Sea. According to the ice growth calculation in Chapter 4, less saline
water at the sea surface can possiblv be produced due to the ice melting at davtime. If
this is the case. this tvpe of nilas may be one of the characteristics of the sea ice existing

in the Okhotsk Sea.

6.4 Summary and Discussion

In order to examine the thickness of the c-axis vertical laver. which appears at the
ice skim when ice forms under calm conditions. we conducted laboratory experiments.
Four tanks filled with waters of different salinities were prepared for this experiments
and were cooled under the same conditions. The experiments were carried out for the
room temperatures of —10°C, —15°C". —20°C. The thicknesses of the upper most laver of
each artificiallv formed ice sample were measured at l-cm-intervals through thin section
analysis. The results show that the c-axis vertical laver does not develop up to the

observed thickness of 8-10 mm, and that its thickness depends more strongly on water

salinity than on temperature conditions. Considering that less saline water can possibly
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be produced due to ice melting at daytime in the southern region of the Okhotsk Sea, it
is considered that less saline water was responsible for the observed nilas structure.
Here, we discuss what kind of process causes the c-axis to be inclined during the ice
growth process. Since it is suggested from the above results that water salinity is a leading
factor, we here focus on the effect of salinity. Because averaged bulk ice salinities were
8.2 (Tank-1), 5.9 (Tank-2), 3.9 (Tank-3),and 2.1 (Tank-4) for Case 1, and ice thicknesses
were 4.0. 4.6, 5.6, 6.0 cm, respectively, the expected increase of salinity was 2.4 (Tank-1),
1.6 (Tank-2), 1.3 (Tank-3), and 0.7 (Tank-4) in psu if we assume that increased salinity
is well mixed. The observed increase was 2.3, 2.0, 1.6, and 0.9, respectively, and thus
prediction and observation almost match well. This implies that most of the expelled
brine from ice was mixed well with the underlving whole water and that the extremely
high values salinity, which were observed at the upper most layer in Tank-3 and Tank-4.
were only limited to thin laver beneath ice under-surface. This local high salinity just
below growing ice is also found in the experiments by Wakatsuchi (1977). and can be

explained by the balance of salinity diffusion and advection ( Weeks and Ackley. 1986).

From these results. we assumed the following c-axis inclination process:

(1) While greater part of the expelled brine fall down and is well mixed with
underlying water, some part of the expelled brine is stocked at the thin laver
beneath ice under-surface.

(2) The salinity at this thin laver increases as ice grows and brine is expelled.
(3) When it reaches a critical value. convective activity becomes vigorous
rapidly.

(4) This activity causes c-axis to be much inclined from vertical.

Here we trv to estimate the critical salinity value from calculation. We assume that part

of the expelled brine is stocked at the fixed thin layver (z — mm) beneath ice. Then the

salinities at this layver when CAV layer reaches its maximum thickness are described as
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follows:

H
Tank —1: (Swor — Sn) * Tl + Swor  (psu) (1)
H,
Tank -2 (Swoz2 — Sr2) = — Swoa  (psu) (2)
- H,
Tank — 3 (Smrgg - S]g) * T -+ 5’1,1703 (pS‘u) (3)
: H, |
Tank —4: (Swos — Sra) * . + Swos  (psu) (4)

. where Sy, is initial water salinity (32.72, 24.70, 16.69. and 8.79 psu, fori=1.4), Sy, is the
ice salinity of CAV layer (7.24, 3.93, 2.16, and 1.91 psu). and H; is the thickness of CAV
layer (4.13, 7.48, 8.50, 14.10 mm). If we assume that the critical salinity is independent
of water salinity, the above salinities are considered to be same. When we take the data
of Tank-1 and Tank-2. in which the variation of CAV thickness is relatively small, we
get © = 6.3 mm by resolving the equation of (1)=(2). This x value gives the critical
salinity of 49.4 psu. On the other hand, from the regression shown in Figure 6.3.9b,
the salinitv above which CAV laver cannot exist is estimated as 42.9 psu. This value
is nearly consistent with the estimated critical salinitv. The similar calculation was also
done for Case 2. The result showed that the critical salinitv was 51.0 psu and that the
salinity calculated from the regression (Figure 6.3.8c) was 55.7. Again. both salinity
matched well for this case. These results imply that CAV layer can hardly exist above
about 50 psu. and support our assumption that crvstal c-axes tend to be slanted at a
fixed critical value. In addition. our results of temperature dependence are consistent
with that of Wakatsuchi and Ono (1983). According to their results. salt flux increases
with the increase of ice growth rate. That is, CAV thickness is expected to be thinner for
higher growth rate because the critical salinity would be more quickly reached with the
increase of salt flux. Our result is in agreement with this expectation (see Figure 6.3.9a).

Next we consider what the critical salinity means. One of the possible explanations is
suggested by Wettlaufer et al. (1997). It is known that the solid growing from a liquid

mixture (such as sea water) usually forms a porous laver. Through laboratory experi-
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ments, they presented the idea that the brine expelled by growing sea ice initially remains
trapped by this porous laver and drains into the underlying water by dynamically break-
ing when it exceeds a critical density. If the similar process occurred in our experiments,
it is likely that convective activity becomes vigorous when salinity beneath ice reaches
a critical value, causing the c-axes to be inclined. To understand the real mechanism,
further investigation will be required.

Finally, we discuss the applicability of the experimental results to the real ocean. It
was shown through laboratory experiments that somewhat less saline water can cause
as thick as 1-cm CAV layer under very calm conditions in the southern region of the
Okhotsk Sea. But can such calm conditions be realized in the real ocean? In general.
turbulence is dominant in the ocean due to wind and swells. Turbulence causes mixture
of water and low salinity water at the surface is difficult to be maintained. Within the
sea ice area, however, it is known that sea ice floes works as buffers which damp turbulent
wave motions (e.g. Keller, 1998). Actually, extremelyv flat ocean surfaces were sometinies
observed within sea ice area during the cruise. Besides. once thin ice is formed, it protects
sea water fro1-n being disturbed by wind. Therefore, we consider that such calm conditions
as the laboratory circumstances, under which we conducted the experiments. can possibly
occur in the real ocean. From in-situ observation, such low salinity at the ocean surface
has not been proved vet. To present an actual evidence, veryv careful sampling will be

required. We would like to trv in the future.
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Chapter 7. Conclusions

In order to investigate the characteristics of the sea ice, particularly its growth pro-
cesses, in the southern region of the Okhotsk Sea, we conducted ice observations in
connection with meteorological and hydrographical observation from 3 to 3 February of
1996 and from 2 to 9 February of 1997. The results of the analyvtical study is summarized
as follows:

Albedo

From the analysis focusing on the horizontal scale of a few kilometers, it was found
that the surface albedo was highly correlated with the ice concentration with the RMS
of 0.062. It had a statistically significant correlation with solar zenith angle, and the
daily integrated sea ice albedo was estimated as 0.63 = 0.03 from the linear regression.
This value is somewhat lower than that of snow covered land-fast ice before melting in
the polar regions. The characteristics of the snow grains. which develop rapidly due to
the effect of sea water and/or solar radiation, may be responsible for this lower value.

Sea ice albedo had also a weak but significant correlation with ice thickness. If we take
ice concentration. thickness. and solar zenith angle as the parameters of the regression,
the RAM S between observation and prediction was reduced to 0.050. The data which
still deviated considerably from regression seemed to be caused by surface conditions
rather than by cloud cover. From examination of video images. it was found that albedo
of less snow covered ice floes is lowered. whereas for remarkably large ice floes albedo
is heightened. The degree of surface roughness did not seem to be substantial. The
daily integrated sea ice albedo for individual ice thickness, which is obtained from the
regression, is used for heat budget calculation.

Heat budget
On the basis of meteorological observation and the estimated sea ice albedo. the heat

budget over this region was calculated with a one dimensional thermodynamical model.
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From the result of calculation, the sea ice extent over this region can be characterized as

follows:

(1) Thermodynamical ice growth cannot be expected so much (below 0.5cm /day)
mainly due to abundant solar radiation.

(2) Thin ice and open area contributes by more than half to the turbulent heat
flux, which is a similar feature to the polar regions.

(3) Since relatively thin ice area is dominant, the area-weighted heat flux be-

comes upward and sea ice area works as a heating source than a cooling source,

which is different characteristics from the polar thick ice regions.

Sample analysis

We took ice samples of 14 in 1996 and 35 in 1997 and analvzed them to examine their
structure. It was found through thick/thin section analvsis of thick ice that granular
structure occupies greater part of the ice sample than columnar one and that many ice
samples are composed of several ice sheets of 5 to 10 cm thickness/layver on average.
These results show that dynamic processes play a significant role in ice growth processes
in this region. These features are similar to those of the Antarctic sea ice. Particularly,
the latter result indicates the importance of a rafting process and it is considered that
a phenomenon similar to 'Pancake cycle’ (Lange et al., 1989) in the Antarctic region
occurs also in this region. These results are consistent with those of heat budget analyvsis
in that thermodynamical process cannot be dominant in the ice growth processes in this
region.

For thin ice, the samples of nilas of about 1 cm thickness with almost vertically
aligned c-axes is dominant in all the layver were found out. From the result of laboratory
experiments, it is shown that less saline water than normal sea water is required for this
c-axis vertical laver to develop up to the observed values of 8-10 mm. On the other hand.
it is shown from heat budget analvsis that such less saline water can possibly be produced

due to ice melting by solar radiation at dayvtime. Thus, this kind of nilas may be one of
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the characteristics of sea ice at a low latitude.

From the analysis of bulk ice salinity, it is shown that bulk ice salinity is by 3 to 4
permil lower than the salinity of sea ice taken at the freezing season in the polar regions.
Considering that desalination can occur more quickly due to ice melting by relatively
high temperature and abundant solar radiation in this region, this result may indicate
the characteristics of the sea ice in this region. Vertical salinity profiles also support this
idea.

Finally, we would like to conclude this paper by presenting the answers to the questions
which we put in the introduction.

(1) How does sea ice in the southern region of the Okhotsk Sea develop 7

Thermodynamical growth cannot be expected so much, and such dynamical growth
as rafting of ice floes plays an important role in growth processes.

(2) How much effect does the existence of sea ice have on the heat exchange between
the atmosphere and the ocean in this region ?

Heat exchange with atmosphere is eliminated by about half compared with the val-
ues without sea ice and thin ice and open area are responsible for more than the heat
exchange.

(3) Does sea ice of relativelyv low latitude have different features from that of the polar
regions 7

Sea ice albedo is somewhat lower than that of the polar land-fast ice regions. which
is attributed to the characteristics of snow on sea ice. Sea ice area works as a heating
source due to relatively thin ice thickness distribution. Further the nilas samples which
had the c-axis vertical laver of as thick as 8-10 mm were found out.

Although some characteristics of sea ice in the southern Okhotsk Sea could be ob-
tained, the in-situ ice observations over this region have just started a few vears before.
Further data accumulation will be desired to clarifv the ice growth processes in this

region.
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